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This document is intended for informational
purposes only and does not constitute legal advice.
This research document, prepared for the Cloud Security Alliance (CSA), explores the current landscape
of regulatory governance surrounding Artificial Intelligence (AI). While the document addresses various
legal and regulatory frameworks, it is essential to emphasize that the information presented should not be
construed as legal guidance applicable to any specific situation.

The regulatory landscape of AI is rapidly evolving, and the interpretation and application of laws and
regulations can vary significantly depending on various factors, including:

● Jurisdiction (country or region)

● Specific context (e.g., industry, use case)

● Specific AI technology or application

Therefore, the Cloud Security Alliance and the authors of this document strongly recommend seeking
independent legal counsel for any questions or concerns related to the legal implications of AI
development, deployment, or use.

Safe Harbor Statement
Forward-Focused Statements and the Evolving
Landscape of Artificial Intelligence
This document contains certain statements that may be considered forward-focused in nature. To
determine their applicability, we encourage seeking guidance from regulatory bodies and legal counsels in
the corresponding countries. The authors and Cloud Security Alliance (CSA) have based these
statements on their current knowledge and expectations. It is important to note that forward-focused
statements are subject to inherent risks, uncertainties, and assumptions that may cause actual results to
differ significantly from those projected or implied by such statements.

The following are some important factors that could affect the future developments in the field of
Artificial Intelligence (AI) and the associated regulatory landscape, and thus potentially impact the
accuracy of the forward-focused statements in this document:

● Rapid technological advancements: The field of AI is constantly evolving, with new
technologies and applications emerging rapidly. It is difficult to predict the exact trajectory of
these advancements or their impact on various aspects of AI regulation.

● Uncertainties in regulatory frameworks: Regulatory approaches to AI are still under
development, and the specific regulations governing AI development, deployment, and use may
vary significantly across different jurisdictions and could change over time.
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● Emerging ethical considerations: As AI applications become more sophisticated, new ethical
considerations will likely arise, potentially leading to additional regulations or guidelines
surrounding responsible development and use of these technologies.

● Economic and social factors: The overall economic climate and social attitudes towards AI can
influence the development and adoption of new technologies, as well as the regulatory landscape
surrounding them.

The authors and the CSA disclaim any responsibility for updating or revising any forward-focused
statements in this document to reflect future events or circumstances. Readers are cautioned not to
place undue reliance on these statements, which reflect the authors' and CSA's views only as of the date
of publication of this document.

Document Summary
This paper provides an overview of the legal and regulatory landscape surrounding AI and Generative AI
(GenAI). It highlights the challenges of navigating this complex and dynamic landscape because of the
diverse applications of GenAI, differing regulatory approaches taken by global regulators, and the slow
adaptation of existing regulations.

The paper aims to equip organizations with the general knowledge they need to fundamentally
understand their current standing and navigate the rapidly changing requirements for responsible and
compliant AI use. It explores a selection of existing regulations, and lays out considerations and best
practices for developing and deploying responsible AI across regional, national, and international levels.

This document provides a high-level overview of the current legal and regulatory landscape for AI, as of
the time of writing, including Generative AI (GenAI). While not exhaustive, it is a starting point for
organizations to understand their current position and identify key considerations for navigating the
evolving requirements of responsible and compliant GenAI use.

Due to the ongoing advancements in the technology and the evolving legal and policy landscape,
providing a complete overview is challenging. Therefore, we recommend utilizing this information as a
foundation for staying informed about the evolving AI regulations and authorities. It’s important to
consider that AI regulations come from various levels of governments and jurisdictions across the globe.
Additionally, laws, such as data privacy and anti-discrimination regulations, will determine where and how
AI can be used, even though they were not specifically designed for that purpose. For example, in the US,
AI will be governed by city, state, and federal laws, agency actions, executive orders, voluntary industry
agreements, and even common law. It’s important to keep this in mind as the origins of AI regulations
aren’t always intuitive and therefore a diligent analysis should be conducted in preparation for your AI
projects. The first far-reaching legal framework is the European AI Act because it is guaranteeing the
safety and fundamental rights of people and businesses. Certain AI applications are forbidden if these
interfere with, or threaten, citizens’ rights. Regulations are anticipated for high-risk AI systems, such as
Large Language Models (LLMs) because of their significant potential harm to health, safety, fundamental
rights, environment, democracy, and the rule of law.

© Copyright 2024, Cloud Security Alliance. All rights reserved. 7

https://digital-strategy.ec.europa.eu/en/news/commission-welcomes-political-agreement-artificial-intelligence-act
https://www.europarl.europa.eu/news/en/press-room/20240308IPR19015/artificial-intelligence-act-meps-adopt-landmark-law


Executive Summary
Artificial Intelligence (AI) is rapidly transforming our world, holding immense potential to reshape the very
fabric of our society. However, this transformative power comes with a critical challenge: the current legal
and regulatory landscape is struggling to keep pace with the explosive growth of AI, particularly
Generative AI (GenAI). This paper aims to provide a high-level overview of existing legislation and
regulations, and their impact on AI development, deployment, and usage. Our goal is to identify areas
where legislation lags behind in search of practical approaches for deploying responsible AI. The current
landscape lacks well-established legislation leaving a gap in addressing potential risks associated with
increasingly sophisticated AI functionalities. This creates a situation where existing regulations, like GDPR
and CCPA/CPRA, provide a foundation for data privacy but don't offer specific guidance for the unique
challenges of AI development with exceptions too few to be sufficient. With technology innovation that is
not expected to slow down as the big tech giants plan to invest hundreds of billions into AI , the rapid pace
of technological innovation has outpaced the ability of legislation to adapt.

A troubling gap is emerging. The widespread use of GenAI, both personal and professional, is happening
alongside a lack of proper governance. Malicious actors are already wielding GenAI for sophisticated
attacks, and companies are seeing GenAI as a competitive advantage, further accelerating its adoption.
This rapid adoption, while exciting, needs to be accompanied by practices for responsible AI development
that do not stifle innovation. The ideal solution fosters a global environment that encourages responsible,
transparent, and explainable AI use, supported by clear and practical guidelines. To bridge the gap
between the boundless potential of AI and the need for responsible development, we need a
three-pronged collaborative approach: commitment to responsible AI from all tech companies, clear
guidelines from policymakers, and effective regulations from legislatures.

This paper opens a critical dialogue on AI governance, focusing on legislation and regulations. It equips
practitioners and businesses venturing into AI with a foundational understanding of the current AI
governance landscape and its shortcomings. By highlighting these gaps, we aim to facilitate an open
discussion on the necessary legal frameworks for responsible AI development and adoption.

Introduction
The rapidly expanding field of AI necessitates navigating the evolving legal and regulatory landscapes to
ensure responsible development, deployment, and innovation while safeguarding individuals and society.

Understanding ethical and legal frameworks for AI empowers organizations to achieve three key
objectives:

● Building trust and brand reputation: Organizations can build trust with stakeholders and
bolster their brand reputation by demonstrating transparent and responsible AI practices.

● Mitigating risks: Proactive engagement with frameworks and utilizing a risk-based approach,
helps mitigate potential legal, reputational, and financial risks associated with irresponsible AI use,
protecting both the organization and individuals.
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● Fostering responsible innovation: By adhering to best practices, maintaining transparency,
accountability, and establishing strong governance structures, organizations can foster a culture
of responsible and safe AI innovation, ensuring its positive impact on society alongside its
development. Responsible AI, through diverse teams, comprehensive documentation, and human
oversight, would enhance model performance by mitigating bias, catching issues early, and
aligning with real-world use.

Scope and Applicability
Navigating the complex legal landscape of AI and, more specifically, Generative AI (GenAI) presents a
substantial challenge because of its inherent diversity. This paper delves into the regulatory landscape
surrounding AI, encompassing diverse systems, such as deep learning models generating realistic text
formats (code, scripts, articles), computer vision applications manipulating visual content (facial
recognition, deepfake), stable diffusion (text-to-image model), and reinforcement learning algorithms
employed in autonomous systems (self-driving cars, robots). Broader categories like generative
adversarial networks (GANs) and large language models (LLMs) underpin numerous GenAI applications,
necessitating their inclusion in regulatory considerations. Governing this vast spectrum of rapidly evolving
systems necessitates a nuanced approach, as current legislation faces challenges adapting to this
dynamic landscape. This creates a critical situation where a rapidly evolving technology permeates our
lives and business practices because of competitive pressures, yet is coupled with inadequate and
slow-to-adapt legal frameworks. This paper explores:

● How the most popular existing regulations attempt to address specific areas of GenAI
● Some challenges and opportunities surrounding the development of new legislation
● High-level recommendations and best practices for developing responsible AI principles using

explainable AI techniques

This paper utilizes a staged approach to analyze the governance of AI, focusing on the following areas.

Current Document Future Considerations

Top-Level Government/Federal Legislation:
● USA:

○ Executive Orders (e.g.,
Maintaining American Leadership
in Artificial Intelligence, and the
Executive Order on the Safe,
Secure, and Trustworthy
Development and Deployment of
Artificial Intelligence), and

○ Congressional Bills (e.g.,
Algorithmic Accountability Act of
2023)(Proposed)

National Level:
● Some regulations from APAC: China

(enacted) (Ministry of Science and
Technology), Japan (Cabinet Office),
South Korea (Ministry of Science and
ICT), Singapore, India's national policy "AI
for All" (NITI Aayog)

● Others with emerging AI policies (Canada,
UK, Australia)

International Organizations: Exploring
frameworks from
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● EU:

○ European Commission Policy
Papers (e.g., Ethics Guidelines for
Trustworthy AI)

○ Regulations (e.g., Artificial
Intelligence Act)

Major Regional Regulations:
● California Consumer Privacy Act (CCPA),

amended by the California Privacy Right
Act (CPRA)

● General Data Protection Regulation
(GDPR)

● OECD (Recommendations on AI)

● UNESCO (Recommendation on the
Ethics of AI).

● The Global Partnership on Artificial
Intelligence (GPAI) expertise from
science, industry, civil society,
governments, international organizations
and academia to foster international
cooperation

● ISO/IEC 42001:2023 (AIMS)

● OWASP Top 10 for Large Language
Model Applications

Table 1: Scope of Governance Areas

For more information regarding AI Governance in specific industries, please see CSA’s AI Resilience: A
Revolutionary Benchmarking Model for AI Safety document.

Key Areas of Legal and Regulatory
Focus for Generative AI

Data Privacy and Security

Generative AI presents unique challenges in the realm of data privacy and security. Its ability to learn from
vast amounts of data raises concerns about how personal information is collected, stored, used, shared,
and transferred throughout the AI development and deployment lifecycle. Several existing laws and
regulations, including the General Data Protection Regulation (GDPR), California Consumer Privacy Act
(CCPA), the California Privacy Right Act (CPRA), and Health Insurance Portability and Accountability Act
(HIPAA), aim to protect individual privacy and data security as follows.

General Data Protection Regulation (GDPR) (EU)

● Applicability: The GDPR applies to organizations processing the personal data of individuals in
the European Economic Area (EEA), regardless of the organization's location.

● Key Provisions:
○ Lawful basis for processing, fairness, and transparency: Organizations must have a

lawful basis for processing personal data (e.g., user consent, legitimate interest, etc.). It
requires clear and specific information about data collection and processing purposes to
be provided to individuals.
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○ Data minimization: Limits the collection and retention of personal data to what is
strictly necessary for the stated purpose.

○ Data subject rights: Grants individuals various rights over their personal data, including
the right to access, rectification, erasure, and restriction of processing.

○ Security measures: Requires appropriate technical and organizational measures to
protect personal data from unauthorized access, disclosure, alteration, or destruction.

○ Automated individual decision-making, including profiling: The data subject’s
explicit consent is required for automated decision-making, including profiling (GDPR,
article 22).

● GDPR Compliance for Generative AI: The EU GDPR requires that individuals provide consent
for processing their personal data, including data used in AI systems. In addition, the Data
Protection requirements imply that systems must comply with GDPR principles such as
lawfulness, fairness, transparency, purpose limitation, data minimization, accuracy, storage
limitation, integrity, and confidentiality.

1. Lawful and transparent data collection and processing

● Limitations on training and prompt data: The GDPR outlines key principles for
handling data as follows:

○ Purpose limitation: Data can only be collected and used for specific, clearly
defined or compatible purposes.

○ Necessity: Only the personal data essential for achieving those purposes can be
collected and used.

○ Data minimization: The amount of personal data collected and used should be
kept to a minimum, only collecting what is absolutely necessary.

○ Storage time limitation: Personal data must be stored as short as possible, and
time limits for storage must be established and reviewed regularly.

In the context of training data (as well as prompt data, which also might become “training
data”), this means collecting and using data only to the extent it's truly needed for the
specific training objective.

● Informed consent: GDPR requires explicit user consent for collecting and processing
personal data used to train Generative AI models. This ensures individuals understand
how their data will be used (e.g., for model training or fine-tuning) and have the right to
refuse. AI developers must facilitate exercising these rights by individuals whose data is
processed by AI/ML systems.

● Transparency: The EU individuals have rights concerning their personal data, such as
the right to access, rectify, erase, restrict processing, and data portability. Organizations
must be transparent about how they use personal data in AI and ML, including the
purpose, legal basis, and data retention period. Users should be able to understand how
their data contributes to the generated outputs.

2. Data security and accountability

© Copyright 2024, Cloud Security Alliance. All rights reserved. 11
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● Data security: Article 25 of GDPR states organizations must adopt “data protection by
design and by default” and implement appropriate technical and organizational measures
to ensure the security of personal data used in the foundational models, including
encryption, access controls, and data breach notification procedures. Additionally, since
LLMs are part of the overall supply chain, their security requires heightened attention to
malicious techniques like adversarial attacks, data poisoning, and model bias.

● Accountability: Organizations are accountable for using personal data within
GenAI-enabled systems and must demonstrate compliance with GDPR. This includes
conducting data protection impact assessments and maintaining appropriate records.

● Data anonymization and pseudonymization: While anonymization and
pseudonymization can help mitigate privacy risks, they may not always be sufficient in the
context of GenAI, where even limited information can be used to infer identities.

● The potential harm of GenAI outputs: While the GDPR appears to only impact the
data used to train models, the regulation also applies to model outputs. This includes
addressing unintended generated outputs and the malicious use of deepfake, which can
damage individual reputations and violate ethical principles. Establishing clear guidelines
and safeguards is essential to ensure responsible development and use of GenAI,
mitigating risks and protecting individuals from potential harm.

3. Individual rights and control

● Right to access and rectification: Individuals have the right to understand and access
their personal data used in GenAI and request rectification if it is inaccurate or
incomplete. This includes information they directly provided or data generated through
their interactions with GenAI. However, unlike traditional databases, implementing
rectification for AI training data poses challenges because of the large size and
interconnected nature of the data, potentially requiring retraining the entire model and
causing unintended consequences. To date, the feasibility of rectification of inaccurate
information already ingested to an AI model’s training data is unclear. While research on
data labeling and privacy-preserving techniques is ongoing, ensuring the "right to
rectification" remains an open challenge and the research on how to facilitate this
requirement should be monitored.

● Right to erasure (right to be forgotten): Individuals have the right to request the
erasure of their personal data, which may affect how AI/ML models are trained and used.
Implementing this right presents a unique challenge for these models, as personal data
can become deeply embedded within their complex internal representations after
training. Currently, the technical feasibility and ethical implications of removing specific
data points from trained models remain unclear. Currently, there is a lack of reliable
processes and established guidance on handling such requests, raising critical questions
about balancing individual privacy with the model's overall functionality and societal
benefits.

● Right to object: Individuals have the right to object to processing their personal data for
specific purposes, including in the context of GenAI. However, exercising this right in the
context of GenAI presents unique challenges. Currently, there is no reliable and
standardized process to remove personal data from a training set once the model has
been trained on it.

© Copyright 2024, Cloud Security Alliance. All rights reserved. 12
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Additionally, the right to object might only apply to specific data elements and/or for
specific purposes, not necessarily to all of the information used to train the model,
potentially limiting the scope of an individual's objection. This highlights the need for
ongoing development of transparent and accountable practices for GenAI systems that
respect individual privacy rights.

● Compliance: The GDPR requires Data Privacy Impact Assessments (DPIA) to be
performed for data processing activities. This extends to the data processing by AI
systems and the risks it would pose to the data subjects. Identifying personal data within
the large datasets used for training large generative models is difficult and it remains
unclear how the European Union will address GDPR compliance in the context of GenAI.

● ADM Governance: Article 22 of GDPR grants individuals the right to object to
automated decision-making, including profiling, that has legal or significant effects on
them. This means individuals have the right to opt out of Automated Decision-Making
(ADM) or contest the decision by the ADM, particularly when it can significantly impact
their lives with biases. As a consequence, companies using ADM are required to have a
human appeal review process.

California Consumer Privacy Act/California Privacy Rights Act
(CCPA/CPRA)

● Applicability: This applies to for-profit businesses that do business in California and meet other
threshold requirements, such as generating greater than $25 million USD in global revenue. It
grants Californians the right to know what personal data is being collected about them and to
request its deletion and/or changes for accuracy. Businesses must also limit their collection and
processing of personal information to what is necessary for their disclosed purposes. The CCPA
extends to AI/ML systems that rely on this data, requiring organizations to ensure these systems
comply with its privacy requirements for training and output generation involving the personal
information of California residents. Businesses must carefully consider CCPA obligations when
utilizing Californians' personal data in developing and deploying GenAI (foundational) models.

● Key Provisions:
○ Right to know: Allows consumers to request information about the categories and

specific personal information collected about them.
○ Right to delete: Grants consumers the right to request the deletion of their personal

data collected by the business.
○ Right to opt-out: Gives consumers the right to opt-out of the sale of their personal

information.
NOTE: The CCPA and its extension CPRA use a broader definition of consumer data than the
commonly used term "Personally Identifiable Information" (PII). For this reason, this document
adopts the terminology "Personal Information" (PI) to ensure alignment with the CCPA's scope. PII
typically refers to specific data points like names or social security numbers that directly identify an
individual. The CCPA's definition of PI, however, encompasses a wider range of data points. This
includes browsing history, IP addresses, or geolocation data, which might not be considered PII on
their own but could be used to identify someone when combined with other information. Therefore,
"Personal Information" more accurately reflects the CCPA's intent regarding consumer data
privacy.
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● CCPA/CPRA Compliance for Generative AI: While the CCPA/CPRA does not present direct
technical requirements for GenAI, its focus on individual data rights can introduce significant data
management challenges requiring careful practices to ensure compliance, and potentially
impacting model performance and functionality. It is important to remember that CCPA/CPRA
only protects the personal data of California residents. Some considerations include the
following.

1. Data collection, storage, use, and disclosure under CCPA/CPRA

CCPA/CPRA primarily focuses on regulating the collection, use, and disclosure of personal
information by businesses about California residents. This applies to data used to train AI/ML
models, and the resulting outputs, if they contain personal information. Californians have the
right to access their personal information under CCPA/CPRA. This right may apply to data used
to train models, but it's important to distinguish outputs containing personal data from more
general model outputs. California residents have the right to know what personal information is
being collected about them for AI purposes, the purpose of such collection, and the categories of
third parties with whom it's shared. While CCPA/CPRA doesn't necessarily require disclosing
specific training data sources, it certainly emphasizes transparency.

Data provenance, tracking the origin and lineage of data used in training, is essential for
CCPA/CPRA compliance, especially considering the vast datasets often used for Generative AI.
Complex data provenance can make it challenging to fulfill the "Right to Access" and "Right to
Know" requests. Robust data governance practices, proper logging, and potentially using
anonymized training data disclosures can help mitigate these challenges.

2. Consumer Rights

CCPA/CPRA grants consumers specific rights regarding their personal information, including the
right to access, delete, correct their personal information, and opt-out of its sale. The details are:

● Right to Know: Requires disclosing details about the collection and use of personal
information (PI) for training the model, including specifying data categories used for
training (e.g., text, images, audio or names, locations, etc.), identifying sources of PI (e.g.,
user interactions, purchased/third-party datasets, social media, public records, etc.),
detailing the purpose of PI usage (e.g., model training, performance evaluation, etc.).

● Right to Access: Users can request access to specific data points used in their training
data, potentially revealing identifiable information depending on the training process.
This may require implementing mechanisms to identify and isolate individual data points
within the training data set, which can be technically challenging if anonymization or
aggregation techniques are in place.

● Right to Deletion: Users have the right to request deletion of their PI used in training,
impacting the model in several ways:

○ Data removal: This may necessitate retraining the model with the remaining
data, potentially affecting performance and generalizability.

○ Data modification: Depending on the training process, anonymizing or
redacting specific data points might be required, impacting model accuracy and
interpretability.
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○ Knowledge removal: How do you identify learned knowledge in a deep neural
network of hundreds of billions of layers and remove the specific learned
information? In practice, this would require a retraining of LLMs from scratch,
which is economically not feasible nor environmentally friendly.

From a technical feasibility point of view, identifying and removing individual data points
within a complex training data set can be computationally expensive, time-consuming, or
simply impossible at times for advanced AI systems (e.g., LLMs). The question of
handling models trained on data that need to be removed remains open.

● Right to Opt-Out of Sale: If the generated AI output is considered "personal
information" under CCPA/CPRA (e.g., deepfake), users may have the right to opt out of
its sale or disclosure to third parties. This involves clearly defining and classifying the
GenAI outputs under the CCPA's framework, which may require further clarification and
legal interpretation.

3. Compliance & Enforcement

CCPA/CPRA compliance primarily involves implementing technical and procedural safeguards to
protect personal information.

The California Privacy Protection Agency (CPPA) is a relatively new agency that was formed in
2020 and is still in the process of establishing regulations across various areas, including
consumer data and privacy. The CPPA implements and enforces the California Privacy Rights Act
(CPRA) and the California Consumer Privacy Act (CCPA). While they haven't issued specific
regulations solely focused on governing AI yet, two key developments touch upon AI, particularly
GenAI.

4. Draft Automated Decision-Making Technology (ADMT) Regulations

● Released in November 2023, these draft regulations focus on the responsible use of
automated decision-making technology (ADMT), which includes many forms of AI used
for consumer-facing decisions and in nature are similar to Article 22 of GDPR.

● The draft regulations outline requirements for businesses using ADMT, such as:

○ Pre-use notice: Informing consumers before using ADMT in a decision-making
process that impacts them.

○ Right to opt-out: Allowing consumers the option to choose not to be subject to
decisions made solely by ADMT.

○ Right to access and explanation: Providing consumers with access to
information about how ADMT is used in making decisions about them, along with
explanations for how the decisions were reached.

○ Risk assessments: Requiring businesses to conduct risk assessments to identify
and mitigate potential harms associated with their use of ADMT, such as bias and
discrimination.

While not specifically mentioning "generative AI," these regulations could apply to any AI technology used
to make automated decisions about consumers, potentially impacting how businesses deploy and utilize
GenAI in California.
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5. California Executive Order on Generative AI

● In October 2023, California Governor Gavin Newsom issued an executive order
establishing a working group to explore the responsible development, adoption, and
implementation of GenAI within the state government.

● This order emphasizes the potential benefits of GenAI but also acknowledges potential
risks like the spread of disinformation and the need for responsible deployment.

● The working group is tasked with developing recommendations for California state
agencies on topics like:

○ Identifying potential benefits and risks of deploying GenAI.

○ Establishing ethical principles for using GenAI.

○ Implementing safeguards to mitigate potential harm.

While not directly regulating the private sector, this executive order signifies California's proactive
approach to understanding and potentially shaping the future of GenAI development and use.

As CPPA continues to evolve and adapt to the complexities of GenAI, additional compliance
requirements, and potentially increased complexity, can be expected. This highlights the need for ongoing
efforts to navigate the evolving regulatory landscape while fostering responsible development and
deployment of GenAI.

European Union AI Act (EU AI Act/EIAA)

● Applicability: The EU AI Act applies to providers, deployers, importers, distributors and other
operators involved in the development, deployment, and use of artificial intelligence systems in
the European Union. It does not apply to military, defense, or national security purposes. It
proposes a series of rules and requirements for developers and users of AI systems, focusing on
four levels of risk: unacceptable risk, high risk, limited risk, and minimal risk. The act aims to ensure
the protection of fundamental rights, such as privacy and non-discrimination, the safety and
transparency of AI systems, and the responsible use of AI technology. It will apply to operators
based inside and outside the EU if their AI systems are provided or used in the EU market or if
they affect people in the EU. The act applies to a wide range of AI applications, including
biometric identification, autonomous vehicles, and critical infrastructures, among others.

● Key Provisions:
○ Prohibited Practices (Article 5): Article 5 of the regulation outlines prohibited

practices related to AI systems. These practices are prohibited to ensure the protection
and safety of individuals and to prevent unethical and harmful use of AI systems. AI
systems considered to be unacceptable risk will be banned in the EU, including AI that
manipulates human behavior, social scoring systems and the use of "real-time" remote
biometric identification systems in public spaces for law enforcement purposes.

○ Risk-Based Approach (Article 9): Article 9 of the EU AI Act introduces a risk-based
approach to regulating AI systems in the EU and to balance regulation with innovation,
ensuring that AI systems are safe and trustworthy while avoiding unnecessary compliance
costs. AI systems are classified as either high-risk, limited-risk, or minimal-risk, and the
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level of regulation will vary depending on the level of potential harm they pose to
individuals.

■ High-risk AI systems, such as those used in critical infrastructure, must meet
strict requirements, undergo scrutiny, and be pre-approved before deployment.
The providers of such systems must comply with the strictest provisions of the
regulation, including transparency and explainability, human oversight, and
independent verification.

■ Limited-risk AI systems pose lower risks but must still adhere to specific
requirements. Providers of these systems must ensure they meet the relevant
legal obligations, transparency, and traceability rules.

■ Minimal-risk AI systems pose little or no risk to individuals. These systems are
not subject to the same regulatory requirements but should still comply with legal
frameworks applicable to AI systems.

○ Data Governance (Article 10): The aim of Article 10 is to ensure that the use of data in
AI systems is transparent, accountable, and respects individual privacy and data
protection rights. It requires that the data used to train and feed AI systems must comply
with the provisions of the General Data Protection Regulation (GDPR) and other relevant
data protection laws. The article mandates that providers of high-risk AI systems must
ensure that the data used to train and feed the AI system is relevant, reliable, unbiased,
and free from errors. They should also ensure that the data is properly documented,
labeled and annotated to help monitor and audit the system's performance. Additionally,
the article specifies that the data must be transparently managed, and individuals whose
data is used must be informed and give their consent.

○ Transparency and Explainability (Article 13): This article requires that high-risk AI
systems must be transparent and explainable, allowing individuals to understand how they
work and the decisions they make, explaining how they are functioning, and providing
access to documentation for users. AI models would have to be maintained with
appropriate records and logging to ensure that they can be audited. This article also
establishes the right to be informed and the right to seek human intervention to
challenge the decisions taken by AI systems to ensure that the AI system operates with
integrity, accountability and transparency.

○ Human Oversight (Article 14): Human oversight should aim to prevent or minimize
risks and can be achieved through measures built into the system or implemented by the
deployer. Moreover, the AI systems would have to be designed to allow occasional checks
by human operators. Natural persons overseeing the system should be able to
understand its capabilities, monitor its operation, interpret its output, and intervene if
necessary. Specific requirements are outlined for biometric identification systems.
High-risk AI systems will be subject to strict obligations aimed at ensuring human
oversight and should be designed to be effectively overseen by natural persons.

○ Independent Testing and Verification (Article 57 to 63): It requires that high-risk AI
systems should undergo independent testing and verification to ensure safety and
reliability.

○ Governance and Certification (Article 64 to 70): The EU will establish a governance
structure and certification framework to ensure that AI systems in the EU meet the
required standards and regulations. The regulation establishes a governance framework
to coordinate and support the application of the regulation at the national and Union
level. The governance framework aims to coordinate and build expertise at Union level,
make use of existing resources and expertise, and support the digital single market.
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○ Penalties (Article 99): This article sets out the sanctions, measures, and penalties that
can be imposed for violating the regulation's provisions. It specifies that member states
must establish appropriate administrative or judicial procedures to enforce the provisions
of the regulation. It ensures that the regulation is effectively enforced and to deter
non-compliance by imposing significant penalties for infringements. It seeks to ensure
that AI systems are developed, deployed, and used responsibly and ethically, protecting
individuals' rights and freedoms. Under the EU Artificial Intelligence Act (EUAIA),
sanctions and fines are tiered based on the seriousness of the violation. The tiered
approach aims to ensure that penalties are proportionate to the level of harm caused by
each violation.

EUAIA Compliance for Generative AI

1. Requirements, Obligations and Provisions

This regulation aims to improve the functioning of the internal market and promote the uptake of
human-centric and trustworthy artificial intelligence (AI) systems in the European Union (EU). It
lays down harmonized rules for the placing on the market, putting into service, and use of AI
systems, as well as specific requirements and obligations for high-risk AI systems. It also includes
prohibitions on certain AI practices and establishes transparency rules for certain AI systems.
Furthermore, it addresses market monitoring, market surveillance governance, and enforcement.

Obligations of Providers of High-Risk AI Systems: Ensure that high-risk AI systems are
compliant with the outlined requirements.

● Risk management (Article 9): Providers must carry out a thorough risk assessment
for high-risk AI systems, considering potential risks to safety, fundamental rights, and
the intended purpose of the system. A risk management system must be established
for high-risk AI systems, which includes identifying and analyzing known and
foreseeable risks, evaluating risks that may emerge, and adopting risk management
measures. Risk management measures should aim to eliminate or reduce identified
risks and address the combined effects of requirements set out in the regulation. The
risk management system should ensure that the overall residual risk of the high-risk AI
system is judged to be acceptable.

● Data quality and governance (Article 10): Providers must ensure that high-risk AI
systems are trained on high-quality, relevant, and representative data sets. They must
also implement appropriate data governance measures to prevent biases and ensure
data accuracy. High-risk AI systems using data training techniques must use
high-quality training, validation, and testing data sets. Data governance practices must
be implemented, including considerations for design choices, data collection
processes, data-preparation processing operations, and addressing biases and data
gaps.

● Technical documentation (Article 11): Providers must create and maintain accurate
and up-to-date technical documentation for high-risk AI systems. This documentation
should include information on the system's design, development, configuration, and
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operation. Technical documentation for high-risk AI systems must be prepared and
kept up-to-date. The documentation should demonstrate compliance with the
regulation and provide necessary information for assessment by authorities and
notified bodies. A single set of technical documentation should be prepared for
high-risk AI systems falling under the Union harmonization legislation. The Commission
may amend the technical documentation requirements through delegated acts.

● Record Keeping (Article 12): High-risk AI systems must allow for the automatic
recording of events (logs) throughout their lifetime. Logging capabilities should enable
the identification of risk situations, facilitate post-market monitoring, and monitor the
operation of high-risk AI systems.

● Transparency and provision of information (Article 13): Providers must ensure that
high-risk AI systems are transparent and provide relevant information to users regarding
the system's capabilities and limitations. High-risk AI systems must operate transparently
to enable deployers to interpret and use system outputs appropriately. Instructions for
use should include relevant information about the provider, system characteristics and
capabilities, known risks, technical capabilities to explain output, and provisions for
interpreting output.

● Human oversight and intervention (Article 14): Providers must incorporate
appropriate mechanisms for human oversight and intervention in high-risk AI systems.
This includes ensuring that the system can be overridden or stopped by a human
operator when necessary. High-risk AI systems must be designed to allow effective
oversight by natural persons during system use. Human oversight measures should aim
to prevent or minimize risks and can be integrated into the system or implemented by
the deployer. Natural persons assigned to human oversight should be able to
understand system capabilities and limitations, detect anomalies, interpret system
output, and intervene or override system decisions if necessary.

● Accuracy, robustness and cybersecurity (Article 15): Providers must ensure that
high-risk AI systems are accurate, reliable, and robust. They should minimize errors and
risks associated with the system's performance and take necessary measures to
address accuracy and robustness issues. A security risk assessment should be
conducted to identify risks and implement necessary mitigation measures taking into
account the design of the system. High-risk AI systems are required to undergo
comprehensive risk assessments and adhere to cybersecurity standards. They should
also achieve an appropriate level of accuracy, robustness, and cybersecurity when
language models are utilized. Benchmarks and measurement methodologies may be
developed to address technical aspects of accuracy and robustness. Levels of
accuracy and relevant metrics should be declared in the accompanying instructions for
use.

● Specific requirements for certain AI systems (Article 53 and 55): The regulation
identifies specific requirements for certain types of high-risk AI systems, such as
biometric identification systems, systems used in critical infrastructure, systems used
in education and vocational training, systems used for employment purposes, and
systems used by law enforcement authorities.

○ Indicate their name, registered trade name or registered trademark, and
contact address on the high-risk AI system or its packaging/documentation.

○ Have a quality management system in place that ensures compliance with the
regulation.
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○ Keep documentation, including technical documentation, quality management
system documentation, changes approved by notified bodies, decisions issued by
notified bodies, and EU declaration of conformity.

○ Keep logs generated by the high-risk AI systems for a certain period of time.
○ Undergo the relevant conformity assessment procedure before placing the

high-risk AI system on the market or putting it into service.
○ Draw up an EU declaration of conformity and affix the CE marking to indicate

compliance with the regulation.
○ Comply with registration obligations.
○ Take necessary corrective actions and provide information as required.
○ Demonstrate the conformity of the high-risk AI system upon a reasoned request

of a national competent authority.
○ Ensure compliance with accessibility requirements.

Importer Obligations:

● Verify the conformity of high-risk AI systems before placing them on the market.
● Ensure that the high-risk AI system bears the required CE marking, is accompanied by the

EU declaration of conformity, and is accompanied by instructions for use.
● Ensure that high-risk AI systems are appropriately stored and transported.
● Keep copies of the certificate issued by the notified body, instructions for use, and EU

declaration of conformity.
● Provide necessary information and documentation to national competent authorities

upon request.
● Cooperate with national competent authorities in mitigating risks posed by high-risk AI

systems.

Distributor Obligations:

● Verify that high-risk AI systems bear the required CE marking, are accompanied by the
EU Declaration of Conformity, and have instructions for use.

● Indicate their name, registered trade name or registered trademark, and contact address
on the packaging/documentation, where applicable.

● Ensure that storage or transport conditions do not jeopardize the compliance of high-risk
AI systems.

● Keep copies of the certificate issued by the notified body, instructions for use, and EU
declaration of conformity.

● Provide necessary information and documentation to national competent authorities
upon request.

● Cooperate with national competent authorities in mitigating risks posed by high-risk AI
systems.
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2. Promoting Innovation (Article 57,58,59,60,61,62,63)

The measures in support of Innovation are as follows:

AI Regulatory Sandboxes:

● Member States are required to establish AI regulatory sandboxes at national level, which
facilitate the development, testing, and validation of innovative AI systems before being
placed on the market.

● Sandboxes provide a controlled environment that fosters innovation and allows for risk
identification and mitigation.

● They aim to improve legal certainty, support the sharing of best practices, foster
innovation and competitiveness, contribute to evidence-based regulatory learning, and
facilitate access to the Union market for AI systems, particularly for SMEs and start-ups.

● National competent authorities have supervisory powers over the sandboxes and must
ensure cooperation with other relevant authorities.

Processing of Personal Data in AI Sandboxes:

● Personal data collected for other purposes may be processed in AI regulatory sandboxes
solely for developing, training, and testing certain AI systems in the public interest.

● Conditions must be met to ensure compliance with data protection regulations, including
effective monitoring mechanisms, safeguards for data subjects' rights, and appropriate
technical and organizational measures to protect personal data.

Testing of High-Risk AI Systems in Real-World Conditions:

● Providers or prospective providers of high-risk AI systems can conduct testing in
real-world conditions outside of AI regulatory sandboxes.

● They must develop and submit a real-world testing plan to the market surveillance
authority.

● Testing can be done independently or in partnership with prospective deployers.
● Ethical reviews may be required by union or national law.

Guidance and Support:

● Competent authorities within AI regulatory sandboxes provide guidance, supervision, and
support to participants.

● Providers are directed to pre-deployment services, such as guidance on regulation
implementation, standardization, and certification.

● The European Data Protection Supervisor may establish an AI regulatory sandbox
specifically for union institutions, bodies, offices, and agencies.

Governance and Coordination:

● The regulation establishes a governance framework to coordinate and support the
implementation of AI regulation at national and union levels.

● The AI Office, composed of representatives of Member States, develops union expertise
and capabilities in AI, and supports the implementation of union AI law.
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● A Board, scientific panel, and advisory forum are established to provide input, advice, and
expertise in the implementation of the regulation.

● National competent authorities collaborate within a Board and submit annual reports on
the progress and results of AI regulatory sandboxes.

● The Commission develops a single information platform for AI regulatory sandboxes and
coordinates with national competent authorities.

Market Surveillance and Compliance:

● Market surveillance authorities designated by Member States enforce the requirements
and obligations of the regulation.

● They have enforcement powers, exercise their duties independently and impartially, and
coordinate joint activities and investigations.

● Compliance is enforceable through measures, including risk mitigation, restriction of
market availability, and withdrawal or recall of AI models.

Involvement of Data Protection Authorities:

● National data protection authorities and other relevant national public authorities or
bodies with supervisory roles have responsibilities in supervising AI systems in line with
Union law protecting fundamental rights.

● They may have access to relevant documentation created under the regulation.

Collaboration with Financial Services Authorities:

● Competent authorities responsible for supervising Union financial services law are
designated as competent authorities for supervising the implementation of the AI
regulation, including market surveillance activities in relation to AI systems provided or
used by regulated and supervised financial institutions.

● The Commission coordinates with them to ensure coherent application and enforcement
of obligations.

Promotion of Ethical and Trustworthy AI:

● Providers of AI systems not classified as high-risk are encouraged to create codes of
conduct to voluntarily apply some or all of the mandatory requirements applicable to
high-risk AI systems.

● The AI Office may invite all providers of general-purpose AI models to adhere to the
codes of practice.

Transparent Reporting and Documentation:

● Providers are required to have a post-market monitoring system to analyze the use and
risks of their AI systems.

● They must report serious incidents resulting from the use of their AI systems to the
relevant authorities.

● Technical documentation and exit reports from AI regulatory sandboxes can be used to
demonstrate compliance with the regulation.

● The Commission and the Board may access the exit reports for relevant tasks.
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3. Prohibitions on certain AI practices

● Materially distorting human behavior: The placing on the market, putting into
service, or use of AI systems with the objective or effect of materially distorting human
behavior, which can result in significant harms to physical, psychological health, or
financial interests, is prohibited. This includes the use of subliminal components or
other manipulative or deceptive techniques that subvert or impair a person's
autonomy, decision-making, or free choice.

● Biometric categorization for sensitive personal data: The use of biometric
categorization systems based on natural persons' biometric data to deduce or infer
sensitive personal data such as political opinions, trade union membership, religious or
philosophical beliefs, race, sex life, or sexual orientation is prohibited.

● AI systems providing social scoring: AI systems that evaluate or classify natural
persons based on their social behavior, known, inferred, or predicted personal
characteristics, or personality traits may lead to discriminatory outcomes and the
exclusion of certain groups. The use of such AI systems for social scoring purposes
that result in detrimental or unfavorable treatment of individuals or groups unrelated to
the context in which the data was generated or collected is prohibited.

● Real-time remote biometric identification for law enforcement: The real-time
remote biometric identification of individuals in publicly accessible spaces for the
purpose of law enforcement is considered intrusive and may affect the private life of
individuals. This practice is prohibited, except in exhaustively listed and narrowly
defined situations where it is strictly necessary to achieve a substantial public interest,
such as searching for missing persons, threats to life or physical safety, or the
identification of perpetrators or suspects of specific serious criminal offenses.

4. Compliance, Infringements, and Penalties

The regulation provides definitions for various terms and sets out the scope of its application. It
emphasizes the protection of personal data, privacy, and confidentiality in relation to AI systems. It
includes provisions for compliance, penalties for infringement, and remedies for affected persons.
Additionally, it allows for future evaluations and reviews of the regulation and delegates implementing
powers to the European Commission and is set to apply within a specified timeframe after its entry into
force.

Provisions for Compliance:

● Providers of general-purpose AI models must take necessary steps to comply with the obligations
laid down in the regulation within 36 months from the date of entry into force of the regulation.

● Operators of high-risk AI systems that have been placed on the market or put into service before
a certain date (24 months from the date of entry into force of the regulation) are subject to the
requirements of the regulation only if significant changes are made to their designs.

● Public authorities using high-risk AI systems must comply with the requirements of the regulation
within six years from the date of entry into force of the regulation.
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Penalties for Infringement:

Penalties for infringement in EU AI Act follows a tiered approach:

● For violations supply of incorrect, incomplete or misleading information to notified bodies or
national competent authorities in reply to a request shall be subject to administrative fines of up
to €7,500,000 EUR or, if the offender is an undertaking, up to 1% of its total worldwide annual
turnover for the preceding financial year, whichever is higher.

● For violations, such as not obtaining certification for high-risk AI systems or not respecting
transparency or oversight requirements such as risk management, or obligations of providers,
authorized representatives, importers, distributors, or deployers; the proposed fines are up to
€15,000,000 EUR, or 3% of the worldwide annual turnover, whichever is higher:

■ Obligations of providers pursuant to Article 16
■ Obligations of authorized representatives pursuant to Article 22
■ Obligations of importers pursuant to Article 23
■ Obligations of distributors pursuant to Article 24
■ Obligations of deployers pursuant to Article 26
■ Requirements and obligations of notified bodies pursuant to Articles 31, 33(1),

33(3), 33(4) or 34
■ Transparency obligations for providers and users pursuant to Article 50

● For violations, such as using AI systems that have been deemed to pose an unacceptable risk, or
non-compliance with the prohibited AI practices listed in Article 5 of the regulation, the proposed
administrative fines can be up to €35,000,000 EUR, or 7% of the worldwide annual turnover,
whichever is higher.

The EUAIA requires that any administrative fine imposed should consider all relevant circumstances of the
specific situation. This includes the nature, gravity, and duration of the infringement and its
consequences, the number of affected persons, and the damage suffered by them. The fine should be
evaluated with regard to the purpose of the AI system. Additionally, factors such as whether
administrative fines have been imposed by other authorities, and the size, annual turnover, and market
share of the operator, should be considered. Other determining factors could include any financial
benefits or losses resulting from the infringement, the degree of cooperation with national competent
authorities, the responsibility of the operator, the manner in which the infringement became known,
whether there was negligence or intentionality on the part of the operator, and any action taken to
mitigate harm suffered by those affected. It also states that the rights of defense of the parties
concerned should be fully respected in the proceedings and that they are entitled to have access to
relevant information, subject to the legitimate interest of individuals or undertakings in the protection of
their personal data or business secrets.

Health Insurance Portability and Accountability Act (HIPAA)

The Health Insurance Portability and Accountability Act, or HIPAA, which is a federal law enacted in 1996
in the United States, is primarily known for its provisions related to healthcare data privacy and security.

● Applicability: HIPAA applies to covered entities, including healthcare providers, health plans,
and healthcare clearinghouses, that handle protected health information (PHI) of individuals.

● Key Provisions:
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○ Minimum necessary standard: Requires covered entities to use and disclose only the
minimum amount of PHI necessary to achieve the intended purpose.

○ Administrative, Technical, and Physical safeguards: Mandates the implementation
of appropriate safeguards to protect the confidentiality, integrity, and availability of PHI.

○ Patient rights: Grants individuals certain rights regarding their PHI, including the right
to access, amend, and request an accounting of disclosures.

HIPAA Compliance for GenAI

1. Data Privacy and Security:

● Data Protection requirements: The strict data protection standards of HIPAA are
already well-established across the technical field, applying to all data usage regardless
of technology type or purpose (e.g., strong encryption is mandatory throughout
development and deployment to safeguard PHI). However, stakeholders in the realm of
GenAI must shift their focus to understanding and implementing the specific nuances of
applying these existing principles within the context of GenAI operations and processing.
While established rules shouldn't need reinvention, adapting them to this novel context
necessitates careful attention to the unique challenges posed by GenAI.

● Limitations on training data: HIPAA restricts access to and sharing of PHI, potentially
limiting the amount of medical data available to train GenAI models for healthcare
applications. Tracking the origin and compliance of training data becomes crucial to
ensure the generated outputs would not inherit privacy concerns. This can complicate the
development and accuracy in areas like diagnosis, treatment prediction, and personalized
medicine, and limit the effectiveness and generalizability of AI models for medical
applications.

● De-identification requirements: Even de-identified outputs from GenAI trained on
PHI might be re-identifiable through subtle patterns, correlations, or advanced
techniques, raising privacy concerns and potentially violating HIPAA. While anonymization
and pseudonymization can obscure identities, they often fail to prevent re-identification
in the context of GenAI, especially when combined within the model with additional data
sources. That necessitates robust privacy-preserving methods (e.g., differential privacy,
federated learning, etc.) to protect individual identities effectively.

● Limited model sharing: Sharing amongst GenAI models trained on PHI is also
restricted due to privacy concerns, hindering collaboration and advancements in the field.

● Stringent access controls, auditing and tracking: HIPAA mandates strict auditing
and tracking of PHI access and use. This would extend to GenAI systems, requiring robust
logging and monitoring mechanisms to ensure HIPAA compliance of the entire supply
chain.

2. Model training, outputs, and usage:

● Limitations on training data: As discussed above, HIPAA restricts access to and
sharing of PHI, potentially limiting the amount of medical data available to train GenAI
models for healthcare applications. In terms of model training, restricting the ability to
train models on diverse and comprehensive healthcare data sets can potentially lead to
biased or inaccurate outputs. Implementing differential privacy or other anonymization
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techniques may help protect patient privacy while still enabling some level of data utility
for training.

● Sharing and disclosure restrictions: Sharing or disclosing generated content
containing PHI is heavily restricted, even if anonymized. This can limit the ability to share
medical insights or collaborate on research using GenAI and requires careful design and
implementation.

● Restricted generation of PHI: Generative AI cannot directly output any data that could
be considered PHI, governing its use even for tasks like generating synthetic medical
records for training or testing purposes.

● Limited downstream use: Generative AI models trained on PHI may not be used in
downstream applications that might expose PHI, even if the model itself does not directly
output PHI.

● Model interpretability and explainability: Understanding how a GenAI model arrives
at its outputs is crucial for ensuring it doesn't violate HIPAA by inadvertently disclosing
PHI. This necessitates interpretable models and clear explanations of their reasoning.
Ensuring transparency and explainability of AI-generated medical outputs is crucial for
building trust and complying with HIPAA's "right to an explanation" provision.

3. HIPAA regulations may also require:

● Careful output review and monitoring of output results: All outputs generated by
GenAI models trained on or utilizing PHI must undergo thorough review to ensure
they do not contain any identifiable information or have the potential to re-identify
individuals. That naturally can increase the development time and the complexity of
ongoing monitoring of the model outputs.

● Patient consent and authorization: Using Generative AI for tasks like diagnosis or
treatment recommendation requires explicit patient consent and authorization, even if it
may add complexity to the input/output workflows.

● Auditing and compliance: Organizations using GenAI with PHI must implement robust
auditing and compliance measures to ensure adherence to HIPAA regulations as
applicable to all other systems under HIPAA regulations.

● Risk assessments and mitigation plans: GenAI stakeholders must prioritize regular
risk assessments to safeguard patient privacy and maintain HIPAA compliance. These
assessments should thoroughly evaluate AI/ML systems, enabling the identification of
potential privacy violations and the implementation of targeted mitigation strategies.

HIPAA regulations present significant challenges for applying GenAI in healthcare. These challenges
demand a thorough understanding, implementation, and ongoing monitoring of the AI systems. By
carefully designing these AI systems, employing robust privacy-preserving techniques, and adhering
strictly to regulations, we can unlock the potential of GenAI to improve healthcare while safeguarding
patient privacy and ensuring responsible and compliant use. Balancing innovation with patient privacy
remains a key challenge in this emerging field.

The dynamic regulatory landscape surrounding AI (including GenAI) and ML in healthcare requires
continuous adaptation by stakeholders to ensure compliance with the evolving interpretations of HIPAA
and other relevant regulations, particularly to GenAI systems.
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Addressing the Impact of GenAI’s Hallucinations on
Data Privacy, Security, and Ethics

Hallucinations are the phenomenon where AI systems generate realistic but not factually accurate or
fabricated outputs, such as images, videos, or text, based on the patterns and data they have been
trained on. These hallucinations raise significant concerns regarding legislation and regulations
surrounding data privacy and security.

One critical area impacted by GenAI hallucinations is data privacy. The GenAI models, when fed with
sensitive data, have the potential to produce outputs that inadvertently may disclose private information
about individuals or organizations. This creates a significant challenge for regulatory frameworks, such as
GDPR in Europe or California’s CCPA/CPRA, which mandates strict measures to protect personal data
from unauthorized access or disclosure. The emergence of AI-generated content blurs the lines between
genuine and fabricated information, complicating efforts to enforce data privacy laws effectively.

GenAI’s hallucinations also introduce security risks into the regulatory landscape. Malicious actors could
fraudulently deceive or manipulate individuals by exploiting AI-generated content, such as fabricated
images or text. This poses a direct threat to the integrity and security of data systems, requiring
regulatory authorities to adapt existing cybersecurity regulations to address the unique challenges posed
by AI-generated content. As GenAI technology evolves and the capabilities of its models advance,
ensuring compliance with security standards may become increasingly complex, especially if the
authenticity of generated outputs remains uncertain.

As policymakers and regulators grapple with the governance of GenAI, they must also confront the ethical
implications of hallucinations. Beyond legal compliance, ethical considerations are crucial in shaping
regulatory frameworks for GenAI governance. Questions surrounding the responsible development and
use of GenAI models, including the potential impact of hallucinated content on individuals' rights,
autonomy, and well-being, demand careful deliberation. Regulatory initiatives must balance fostering
innovation and safeguarding societal values, ensuring that GenAI governance frameworks prioritize
ethical principles such as transparency, accountability, and inclusivity.

To tackle the issue of AI-generated hallucinations, it is essential to continuously assess AI outputs,
verifying information from multiple trusted sources, and employing human judgment in evaluating the
content's accuracy. Additionally, providing clear prompts and using well-curated training data can help
reduce the likelihood of hallucinations from the outset.

GenAI’s hallucinations challenge the existing legislative and regulatory frameworks for AI governance,
particularly in the domains of data privacy, security, and ethics. Addressing these challenges requires
collaboration between policymakers, regulatory authorities, industry stakeholders, and ethicists in
developing comprehensive governance mechanisms that effectively manage the risks and opportunities
associated with GenAI.
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DHS Policy Statement 139-07 Impact on Gen AI

● Data Input: Prohibit putting the U.S. Department of Homeland Security (DHS) data regarding
individuals (regardless of whether it is personally identifiable information (PII) or anonymized),
social media content, or any For Official Use Only, Sensitive but Unclassified Information, now
known as “Controlled Unclassified Information (CUI),” or Classified information into commercial
Gen AI tools.

● Data Retention: Select options in tools that limit data retention and opt out of inputs being used
to further train models.

● Output Review and Use: Ensure all content generated or modified using these tools is reviewed
by appropriate subject matter experts for accuracy, relevance, data sensitivity, inappropriate bias,
and policy compliance before using it in any official capacity, especially when interacting with the
public.

● Decision-Making: Commercial Gen AI tools may not be used in the decision-making process for
any benefits adjudication, credentialing, vetting, or law or civil investigation or enforcement
related actions.

Federal Trade Commission Policy Advocacy & Research Guidance:

● AI (and other) Companies: Quietly Changing Your Terms of Service Could
Be Unfair or Deceptive

With data being the driving force behind innovation in tech and business, companies developing
AI products increasingly rely on their user bases as a primary source of data. However, these
companies must balance access to this data with their promises to protect users' privacy, and any
attempts to surreptitiously loosen privacy policies to use more customer information can result in
violating the law. Companies cannot change the terms of their privacy policy retroactively, as this
would be unfair and deceptive to consumers who may have agreed to the policy under different
conditions. The Federal Trade Commission has a history of challenging deceptive and unfair
privacy practices by companies, and will continue to take action against companies who attempt
to ignore privacy regulations and deceive consumers. Ultimately, transparency, honesty, and
integrity are essential for companies that want to establish trust with their users and avoid legal
repercussions.

● AI Companies: Uphold Your Privacy and Confidentiality Commitments

Developing AI models requires large amounts of data and resources, and not all businesses have
the capacity to develop their own models. Model-as-a-service companies help by providing AI
models for third parties through user interfaces and APIs. These companies constantly need data
to improve their models, which can sometimes conflict with their obligations to protect user data
and privacy. The Federal Trade Commission (FTC) enforces laws against companies that fail to
protect customer data and privacy, and those that misuse customer data. Model-as-a-service
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companies must adhere to their commitments regardless of where they are made and must
ensure they do not deceive customers or engage in unfair competition. Misrepresentations,
material omissions, and data misuse in the training and deployment of AI models can pose risks to
competition. Model-as-a-service companies that violate consumer privacy rights or engage in
unfair competition methods may be held accountable under both antitrust and consumer
protection laws.

OMB Policy to Advance Governance, Innovation, and Risk
Management in Federal Agencies’ Use of Artificial Intelligence

The government-wide policy to mitigate risks of artificial intelligence and utilize its benefits was
announced by Vice President Kamala Harris. This policy was issued as part of President Biden's AI
Executive Order (please refer below) aimed at strengthening AI safety and security, promoting equity and
civil rights, and advancing American AI innovation. The new policy includes concrete safeguards for
federal agencies that use AI in a way that could impact Americans' rights or safety. It aims to remove
barriers to responsible AI innovation, expand and upskill the AI workforce, and strengthen AI governance.
The Administration is promoting transparency, accountability, and the protection of rights and safety
across federal agencies that utilize AI with this announcement. The key highlights of the government-wide
policy to mitigate risks of artificial intelligence (AI) and harness its benefits are as follows:

● Concrete Safeguards for AI: By December 1, 2024, federal agencies will be required to
implement concrete safeguards when using AI that could impact Americans' rights or safety.
These safeguards include assessing, testing, and monitoring AI's impacts on the public, mitigating
the risks of algorithmic discrimination, and providing transparency into government's use of AI.

● Human Oversight in Healthcare: When AI is used in the Federal healthcare system to support
critical diagnostics decisions, a human being is overseeing the process to verify the tools' results
and avoid disparities in healthcare access.

● Human Oversight in Fraud Detection: When AI is used to detect fraud in government services,
there is human oversight of impactful decisions, and affected individuals have the opportunity to
seek remedy for AI harms.

● Transparency of AI Use: Federal agencies are required to improve public transparency in their
use of AI by releasing expanded annual inventories of their AI use cases, reporting metrics about
sensitive use cases, notifying the public of AI exemptions along with justifications, and releasing
government-owned AI code, models, and data.

● Responsible AI Innovation: The policy aims to remove barriers to federal agencies' responsible
AI innovation. It highlights examples of AI applications in addressing the climate crisis, advancing
public health, and protecting public safety.

● Growing the AI Workforce: The guidance directs agencies to expand and upskill their AI talent.
● Strengthening AI Governance: The policy requires federal agencies to designate Chief AI

Officers to coordinate the use of AI across their agencies and establish AI Governance Boards to
govern the use of AI within their agencies.

● Ceasing Use of AI: If an agency cannot apply the specified safeguards, it must cease using the
AI system, unless agency leadership justifies why doing so would increase risks to safety or rights
overall or would create an unacceptable impediment to critical agency operations.
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President Biden's Executive Order on the Safe, Secure, and
Trustworthy Development and Use of Artificial Intelligence

President Biden's Executive Order on Safe, Secure, and Trustworthy Artificial Intelligence (AI), issued in
October 2023, represents a landmark effort to address societal concerns and establish responsible AI
practices.

This order focuses on ensuring the safe, secure, and ethical development and use of AI, encompassing
key areas like data privacy, ethics, workforce development, and international collaboration. It outlines a
plan for creating guidelines and best practices to guide the responsible development and deployment of
AI technologies. The plan includes tasking multiple government entities, such as the National Institute of
Standards and Technology (NIST), the National Science Foundation (NSF), and the Department of
Commerce (DOC), with developing resources and best practices related to existing frameworks and
topics like:

● Algorithmic fairness and bias
● Explainability and interpretability of AI models
● Standardized testing and evaluation methodologies

While specific regulatory details are still forthcoming, the order signifies the government's commitment to
building a robust framework for trustworthy AI. Although President Biden's executive order doesn't
redefine the legal and regulatory landscape surrounding AI, it emphasizes the importance of ethical and
accountable use, addressing concerns, such as data privacy, security controls, and cybersecurity
throughout the data lifecycle.

While not establishing specific regulations, the Safe, Secure, and Trustworthy AI Executive Order lays the
groundwork for a comprehensive approach to responsible AI development and use, addressing societal
concerns by focusing on data privacy, ethics, workforce development, and international collaboration.

The lack of federal AI regulation has led to a complex situation with many different state and local
regulations being proposed and enacted. As highlighted in BCLPlaw's “US State-by-State AI Legislation
Snapshot” this patchwork of regulations creates a key concern.
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Non-discrimination and Fairness

Generative AI's ability to produce novel content and influence decision-making raises critical concerns
about discrimination and fairness, prompting legal and regulatory scrutiny. Let’s review how the
anti-discrimination laws and regulations impact how GenAI is designed, deployed, and used.

1. Some Existing Anti-discrimination Laws and Regulations

Summary of existing and proposed laws that address discrimination based on protected characteristics in
AI algorithms and decision-making processes:

● Title VII of the Civil Rights Act (US, 1964): Prohibits discrimination in employment based on race,
color, religion, sex, and national origin. AI systems (including GenAI) used in hiring, promotions, or
performance evaluations could face scrutiny under Title VII if they perpetuate bias against
protected groups.

● Equal Employment Opportunity and Civil Rights Laws and Authorities (US): Expands Title VII
protections to age and disability. Algorithmic bias based on these characteristics is also
prohibited.

The EEOC’s technical assistance document is part of its Artificial Intelligence and Algorithmic
Fairness Initiative, which ensures that software—including AI—used in hiring and other
employment decisions complies with the federal civil rights laws that the EEOC enforces.

In addition, The Genetic Information Nondiscrimination Act of 2008 is a federal law prohibiting
discrimination based on genetic information in employment and health insurance. While it does
not directly govern algorithmic decision-making (including those made by AI systems), it prohibits
discrimination based on genetic information in employment decisions. Companies using
generative AI systems still have a responsibility to ensure their systems are fair, unbiased, and do
not perpetuate discriminatory practices based on any sensitive information, including genetic
information.

● Fair Housing Act (US): Bars discrimination in housing based on the same protected
characteristics as Title VII. AI-powered tools used in tenant screening or mortgage approvals
must comply with these protections.

● Equal Credit Opportunity Act (US): Prohibits discrimination in credit based on race, color, religion,
national origin, sex, marital status, age, or disability. AI-driven credit scoring models must be
carefully evaluated for potential discriminatory impacts.

● Several federal civil rights laws like Title VI, Title IX, and Section 504 prohibit discrimination in
educational settings based on race, color, national origin, sex, disability, and age. Schools and
educational institutions must comply with these laws to ensure that their practices, including
those involving technology like machine learning and AI, do not discriminate against students
based on protected characteristics from above.

● General Data Protection Regulation (GDPR) (EU): Grants individuals rights to access, rectify, and
erase their personal data. This impacts how GenAI systems collect and use personal information
to avoid discriminatory outcomes. It requires data controllers to implement safeguards against
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discriminatory profiling and automated decision-making. In addition, CCPA/CPRA prohibits
organizations from discriminating against consumers who exercise their privacy rights.

● Algorithmic Accountability Act (US, 2019-2020): Aims to establish federal standards for bias
audits and assess fairness, accountability, and transparency of AI algorithms used by government
agencies and businesses.

● European Union's Artificial Intelligence Act ( EU AI Act) (2024): Imposes specific requirements on
high-risk AI applications, including addressing bias and discrimination.

● New York City Bias in Algorithms Act (US, 2021): Requires audits of AI algorithms used by city
agencies for potential bias based on protected characteristics.

● California Automated Decision Making Act (US, 2023) / New York Automated Employment
Decision Tools Act (US, 2023): Both require businesses to provide notice and explanation when
using automated decision-making tools that significantly impact consumers.

● CCPA/CPRA prohibits discrimination against consumers who exercise their privacy rights. This
could pose potential challenges for GenAI models trained on datasets containing inherent biases.
Mitigating such biases to ensure non-discriminatory outputs becomes crucial under CCPA/CPRA.

● Americans with Disabilities Act (ADA): This is a set of standards and regulations that mandate
accommodations for people with disabilities. AI systems interacting with the public need to
comply with ADA guidelines regarding accessibility.

● Fair Credit Reporting Act (FCRA): This law regulates how consumer information is collected and
used. AI models used within the financial industry (e.g., for loan determinations) need to ensure
compliance with FCRA to avoid unfair biases in decision-making.

Recent instances, like lawsuits in the USA, alleging discriminatory hiring practices due to biased AI
algorithms and increased scrutiny of AI-powered facial recognition systems based on the EU's GDPR
ruling, highlight concerns about potential bias, discriminatory profiling, and the need for compliance with
anti-discrimination laws.

These recent examples highlight the potential for bias in AI recruitment, with instances where tools used
for selecting candidates have faced allegations of discrimination:

● Enforcement in the News: The EEOC’s First Lawsuit Over Discrimination Via AI, 2023: “The
lawsuit alleged that iTutorGroup failed to hire more than 200 qualified applicants over age 55
because of their age.” The charging party alleged that she applied using her real birthdate, was
immediately rejected, applied the next day using a more recent birthdate, and was offered an
interview. As a result, “In January 2023, the EEOC issued its draft strategic enforcement plan for
2023 through 2027, which demonstrates clear EEOC focus on discriminatory use of AI throughout
the employment life cycle, beginning with recruitment and including employee performance
management.”

● Discrimination and bias in AI recruitment: a case study, 2023: This case study is a real-world
example of bias in AI recruitment. A bank's AI tool for shortlisting job candidates was found to be
discriminatory. This case raises important legal considerations and underscores the crucial need
to be aware of potential biases when implementing AI tools in the hiring process.

● Using AI to monitor employee messages, 2024: This article highlights how large enterprises use
an AI service to monitor employees’ messages. It goes beyond simply analyzing sentiment, but
can also evaluate text and images for “bullying, harassment, discrimination, noncompliance,
pornography, nudity and other behaviors,” and even how different demographics (e.g., age group,
location) respond to company initiatives. Although privacy-protecting techniques like data
anonymization are applied, such practices raise concerns about privacy rights and free speech.
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While some argue that it's an invasion of privacy and could discourage open communication,
others see it as a way to identify potential issues and enhance decision-making in protecting the
companies. The legal landscape remains unclear, suggesting potential regulatory and societal
hurdles for such practices.

2. Regulatory Challenges

Current legal frameworks struggle to address non-discrimination and fairness in GenAI due to several
limitations:

● Applicability gap: Existing laws struggle to address complex AI systems and lack clarity
on how concepts like "discrimination" translate to algorithms and data.

● Difficulty in proving bias: Opaque AI systems make it hard to pinpoint and prove
discriminatory intent or impact, further complicated by the interconnectedness of factors
within these systems.

● Enforcement challenges: Limited resources and expertise hinder effective
investigations and enforcement, further complicated by the global nature of AI
development.

● Innovation vs. regulation: Rapidly evolving AI technology outpaces current legal
frameworks, creating uncertainties and requiring a delicate balance between innovation
and ethical considerations.

● Defining and implementing fairness: Achieving fairness in AI is multifaceted. Defining
it precisely is complex because of differing interpretations and potential conflicts
between fairness principles. Implementing measures to ensure fairness often presents
significant technical challenges and requires substantial resources.

● Complexity of interpretation: AI models, especially deep learning models, can be
incredibly complex. They may consist of millions of parameters, making it difficult to
understand how input data is transformed into output predictions. Creating explanations
that accurately reflect these transformations is a non-trivial task that requires significant
computational resources and time.

● Trade-off between accuracy and explainability: More accurate models, such as
neural networks are often less interpretable. On the other hand, simpler, more
interpretable models like linear regression or decision trees may not perform as well on
complex tasks. Balancing this trade-off to develop a model that is both accurate and
explainable is a challenging process. GenAI is the best example of accepting better
accuracy for less explainability.

● Lack of standardized techniques: While there are some techniques for explaining AI
decisions (like Local Interpretable Model-Agnostic Explanations (LIME), SHapley
Additive exPlanations (SHAP), etc.), there is no one-size-fits-all method. The appropriate
technique can vary depending on the type of model and the specific application, which
means that developing explainable AI often requires custom solutions.

● Validation of explanations: Verifying that the explanations generated by explainable AI
techniques accurately reflect the model’s decision-making process is a complex task in
itself. This validation process can be time-consuming and computationally expensive.
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Today, the current legal frameworks are not well-equipped to address concerns about non-discrimination
and fairness in the rapidly evolving field of GenAI. Public understanding, consensus building, and
adaptable regulations are needed to be established to bridge this gap.

3. Regulatory Focus and Techniques

Regulatory frameworks for Generative AI should address bias mitigation and fairness across various
stages of the development and deployment lifecycle. Some regulatory considerations and the
corresponding techniques for addressing bias and fairness are listed below.

● Data Debiasing:
○ Regulatory focus: Data privacy regulations can be leveraged to ensure responsible data

collection and usage practices. Specific regulations might mandate data-debiasing
techniques for sensitive data or require transparency in data processing pipelines.

○ Techniques: Data cleaning (e.g., removing biased annotations, identifying and correcting
inconsistencies), data augmentation (e.g., generating synthetic data to improve
representativeness), data weighting (e.g., assigning higher weights to samples from
underrepresented groups). Using the so-called 'safe' or 'pre-sanitized' (some
professionals prefer 'pre-processed' or 'de-biased') data sets can be a starting point,
however organizations should consider limitations like incomplete bias mitigation, limited
scope, and potential information loss. Companies like IBM offer such data sets as a
stepping stone in the initial stages of AI development and references can be found online
as needed (e.g., Wikipedia).

○ Applicable regulations: Relevant are the General Data Protection Regulation (EU)
governing transparency in data processing and responsible data collection practices,
California Consumer Privacy Act (CCPA) providing individuals with the right to access,
delete, and opt-out of the sale of their personal data, potentially governing data usage
for training GenAI models and AI outputs, Model Cards documentation framework
(Hugging Face) as a standardized documentation framework “with a particular focus on
the Bias, Risks and Limitations section.”

● Algorithmic transparency:
● Regulatory focus: Transparency regulations can require developers to provide

explanations for model outputs, particularly in high-impact applications. This could
involve standardized explanation formats or access to relevant data subsets for
independent analysis.

● Techniques: Explainable AI (XAI) methods (e.g., saliency maps, counterfactuals) that
elucidate model decision-making processes.

● Applicable regulations: Related are the European Union's Artificial Intelligence Act (EU
AI Act), which requires "high-risk" AI systems to be transparent and explainable,
potentially mandating the use of specific explainable AI techniques; NIST's Four
Principles of Explainable Artificial Intelligence (2021); and the Model Cards
documentation framework (Google Research), which advocates “the value of a shared
understanding of AI models.”

● Human oversight and feedback:
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○ Regulatory focus: Regulations might require specific human oversight mechanisms for
critical decisions or sensitive domains. This could involve qualifications for human
reviewers, defined review protocols, or mandatory reporting of identified biases.

● Techniques: Human-in-the-loop systems, active learning with human feedback loops,
data subject’s explicit consent and human review of model outputs.

● Applicable regulations: FDA’s proposed TPLC approach (2021) advocates for human
oversight as manufacturers “monitor the AI/ML device and incorporate a risk
management approach and other approaches outlined in “Deciding When to Submit a
510(k) for a Software Change to an Existing Device” Guidance 18 in development,
validation, and execution of the algorithm changes.”

● Diversity, Equity, and Inclusion (DE&I) in AI Development:
○ Regulatory focus: Equality and non-discrimination laws can be applied to ensure fair

hiring and development practices within AI teams. Regulations might mandate diversity
metrics for development teams or require bias impact assessments before deployment.

○ Techniques: Building a diversity mindset within development teams, incorporating
diversity, fairness, impartiality, and inclusion principles into design and testing phases,
and conducting bias audits and impact assessments.

○ Applicable regulations: While specific DE&I regulations for AI are still developing,
organizations must proactively adopt ethical standards to ensure their AI systems are fair
and equitable and use the opportunity to “Embed DEI Into Your Company’s AI Strategy”
(Harvard Business Review, 2024). Industry guidance emphasizes that "AI must be ethical
and equitable in its approach to ensure it empowers communities and benefits society"
(World Economic Forum, 2022), avoiding bias and discrimination.

● Algorithmic transparency and explainability: Identify requirements for transparency and
explainability of AI decisions (e.g., explainable AI initiatives), particularly in high-stakes situations.
Explore regulations requiring explainability of AI decisions, particularly in high-risk applications,
and how they may impact the organization's approach. Some related documents:

○ Algorithmic Accountability Act, 2021-2022: Proposed in several states, these bills seek to
create transparency and ensure auditing of AI systems used for crucial decisions, to
reduce disparate impact in “response to problems already being created by AI and
automated systems.”

○ Algorithmic Accountability Act, 2023-2024: The Algorithmic Accountability Act
(September 2023), currently in its introductory stage, aims to establish a framework for
responsible development and use of AI systems. While specific details are still being
developed, below is our understanding of what areas the act might generally focus on:

● Transparency and explainability: Requiring developers to explain how AI
systems make decisions, improving public understanding and trust.

● Data privacy and security: Establishing safeguards to protect personal data
used in training and deploying AI systems.

● Algorithmic fairness and bias: Mitigating the potential for discriminatory
outcomes by addressing biases in data and algorithms.

● Risk assessment and mitigation: Identifying and addressing potential risks
associated with AI, such as safety, security, and fairness concerns.

As the bill progresses through the legislative process, details regarding its specific regulations for
governing AI and GenAI will become clearer.
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Emerging Regulatory Frameworks, Standards, and
Guidelines

The AI Bill of Rights (White House Blueprint), 2023: This non-binding set of guidelines emphasizes the
need for AI systems to be used equitably and without discrimination. It recommends safeguards against
algorithmic discrimination and harmful biases.

United Nations Global Resolution on Artificial Intelligence: The UN's resolution on supporting safe,
trustworthy, and human-centric AI calls for member states to promote the development and use of AI that
is safe, trustworthy, human-centric, and transparent. It also highlights the importance of ensuring that AI
is used in ways that respect human rights and fundamental freedoms, and that it is free from bias and
discrimination. Additionally, the resolution encourages member states to work together to develop
international norms and standards for the development and use of AI. Some key highlights of the UN's
resolution on AI include:

● Encouraging member states to promote the development and use of AI that is safe, trustworthy,
and human-centric.

● Emphasizing the need for AI to be used in ways that respect human rights and fundamental
freedoms, while also being transparent and free from bias and discrimination.

● Urging member states to cooperate and collaborate with one another in the development of
international norms and standards for the development and use of AI.

● Encouraging member states to share best practices and experiences in the development and use
of AI to help ensure that it benefits society as a whole.

● Calling for continued dialogue and engagement with stakeholders from a variety of sectors,
including government, civil society, and industry, to help guide the development and use of AI in a
responsible and ethical manner.

National Institute of Standards and Technology (NIST) AI Risk Management Framework: This framework
aims to help organizations identify, manage, and mitigate risks associated with AI systems, including those
related to bias and discrimination. It encourages the inclusion of DEI considerations in AI development.
See Artificial Intelligence Risk Management Framework (AI RMF 1.0) for more details about the
framework.

Effective AI regulations should promote three key aspects: standardization, accountability, and
international cooperation, as follows:

● Standardization: This includes establishing common methods for detecting, preventing, and
mitigating bias, such as adopting a standardized format for "Model Cards" as proposed in the
ACM Library (2019) paper "Model Cards for Model Reporting."

● Accountability: Clear frameworks for liability and accountability are needed to incentivize
responsible development and deployment of AI.

● International Cooperation: Consistent and effective approaches across borders can be
achieved through international cooperation on AI regulations.

© Copyright 2024, Cloud Security Alliance. All rights reserved. 36

https://www.whitehouse.gov/ostp/ai-bill-of-rights/](https://www.whitehouse.gov/ostp/ai-bill-of-rights/
https://documents.un.org/doc/undoc/ltd/n24/065/92/pdf/n2406592.pdf?token=J9puPxB1zFQfG8efQW&fe=true
https://www.nist.gov/itl/ai-risk-management-framework
https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf


Frameworks, guidelines, and resources exist to encourage the ethical, transparent, and trustworthy
design, development, deployment, and operations of AI. Some examples are:

● The IIA AI Auditing Framework provides a comprehensive approach to evaluating trustworthiness
of the AI systems. It focuses on four key areas: governance, ethics, control, and the human factor.
More details about the three overarching components (AI Strategy, Governance, and The Human
Factor) and seven elements (Cyber Resilience, AI Competencies, Data Quality, Data Architecture
& Infrastructure, Measuring Performance, Ethics, The Black Box) can be found in the framework
documentation.

● IBM's "Trusted AI" Ethics offers guidelines to ensure AI is designed, developed, deployed, and
operated ethically and transparently.

● Microsoft's "Responsible AI Practices" are guidelines and principles for trustworthy AI
development and use.

● AWS’s "Core dimensions of Responsible AI" are guidelines and principles for safe and responsible
development of AI, taking a people-centric approach that prioritizes education, science, and
customers.

● Google’s “Responsible AI Practices and Principles” are designed to guide the development and
use of AI responsibly using a human-centered design approach.

● The "Understanding AI Ethics and Safety" guide by the Alan Turing Institute serves as an
introductory resource for AI ethics, potential benefits, challenges, and case studies highlighting
ethical concerns related to AI.

● The AI Incident Database by the Partnership on AI is a repository of real-world examples where AI
systems caused unintended harm, and the Ethically Aligned Design (EAD) guidelines by IEEE
provides recommendations and frameworks for designing ethical, transparent, and trustworthy AI
systems.

These resources provide recommendations to promote the ethical use of AI while being transparent to
the user. The resources also cover topics such as the potential benefits of AI, the challenges involved with
implementing it, and case studies related to ethical concerns and incidents where AI systems caused
unintended harm.

The OWASP Top 10 for Large Language Model Applications project is an initiative aimed at educating
developers, designers, architects, managers, and organizations about potential security risks when
deploying and managing Large Language Models (LLMs). This project provides a comprehensive list of
the top 10 most critical vulnerabilities often seen in LLM applications, highlighting their potential impact,
ease of exploitation, and prevalence in real-world applications. Vulnerabilities include prompt injections,
sensitive information disclosure (data leakage), insecure plugin design, and unauthorized code
execution/mode theft. The project's ultimate goal is to raise awareness of these vulnerabilities, suggest
remediation strategies, and ultimately improve the security posture of LLM applications.

Similarly, the OWASP Machine Learning Security Top 10 project (currently in draft) delivers a
comprehensive overview of the top 10 security issues of machine learning systems. This project aims to
educate developers, designers, architects, managers, and organizations about potential security risks
when developing and deploying machine learning systems. The project provides a comprehensive list of
the most critical vulnerabilities often seen in machine learning systems, highlighting their potential impact,
ease of exploitation, and prevalence in real-world applications. Examples of vulnerabilities include
adversarial attacks, data poisoning, and model stealing, among others. The project's ultimate goal is to
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raise awareness of these vulnerabilities, suggest remediation strategies, and ultimately improve the
security posture of machine learning systems.

  Several key standards have been created specifically to support responsible AI practices. Let's explore a
few examples:

● ISO/IEC 42001:2023 is a standard that provides a management system framework for AI systems.
The standard outlines a systematic approach to managing the life cycle of AI systems, including
their development, deployment, and maintenance. It helps organizations establish and implement
a well-functioning management system for AI systems that considers risks, ethical, social and
legal considerations. The standard emphasizes the importance of transparent and accountable AI
systems that are developed taking into account various stakeholders' needs. It also encourages
organizations to implement responsible AI practices and governance that adhere to ethical
principles, including respect for human rights and privacy.

● ISO/IEC 23053:2022 is a standard that provides a framework for developing, deploying, and
managing artificial intelligence (AI) systems using machine learning (ML). The standard sets out a
process model that outlines the key activities in developing and deploying AI systems, including
data collection and processing, model training and validation, system deployment, and ongoing
monitoring and maintenance. The standard emphasizes the importance of an ethical and
responsible approach to AI development and deployment. It provides guidance on risk
assessment and risk management, including identifying potential risks and mitigating them. The
standard also addresses issues related to trust, transparency, and accountability in AI systems,
emphasizing the need for explainability and interpretability of AI outputs.

For a closer look at AI Governance and Compliance in specific industries, please see CSA’s AI Resilience: A
Revolutionary Benchmarking Model for AI Safety document.

Safety, Liability, and Accountability

The rapid development of Generative AI, with its ability to autonomously generate outputs – from
creative text to remarkably realistic images and videos – has undoubtedly ushered in a new era of
technological marvel. However, this progress compels us to address crucial concerns about safety, liability,
and accountability. Recent examples, like Gemini's generation of biased visuals (Google Blog, Feb 2024)
or the Canada Air bot's provision of incorrect refund information (New York Post, Feb 2024), underscore
the very real consequences of AI misbehavior. The question on everyone's mind is: when things go wrong,
who is responsible, and who will bear the brunt of the improper or even dangerous outcomes due to
GenAI? Do we currently have the necessary legislative governance and effective frameworks to
guarantee the responsible use of this powerful technology? How can policymakers and industry leaders
collaborate to establish international standards for responsible use of GenAI? What technical safeguards
can we put in place to limit the potential for malicious use of GenAI?
Mitigating the potential risks associated with GenAI necessitates a multi-pronged approach,
encompassing:

● Industry Standards: The development of clear, comprehensive guidelines for the development,
deployment, and use of GenAI. These standards must prioritize fairness considerations, bias
mitigation, and responsible data handling.
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● Legal Frameworks: Developing legal frameworks that address complex issues of liability
attribution in the event of harm caused by AI-generated content. Careful consideration is needed
to balance accountability and enable responsible innovation.

● Organizational Risk Management Strategies: Equipping organizations with the tools and
knowledge to effectively assess and manage risks associated with utilizing GenAI. This includes
implementing robust safeguards and responsible use policies.

Considerations Around Generative AI Liabilities, Risks, and Safety

Generative AI, despite its potential benefits, comes with inherent risks. Here are some key areas of
concern.

1. Potential Liability Risks Associated with GenAI Failures

● Bias and Discrimination: GenAI models trained on biased data can perpetuate harmful
stereotypes in generated content, leading to discriminatory outcomes. Examples of such
legal issues could be related to unfair housing, employment/hiring practices, product
recommendations, or loan applications/approvals.

● Privacy Violations: GenAI systems often require access to vast amounts of data, raising
concerns about user privacy and potential misuse of sensitive information. They may
inadvertently leak sensitive information used in training data, leading to privacy breaches
and legal consequences.

● Safety and Security Issues: In critical sectors like healthcare or autonomous vehicles,
GenAI malfunctions can lead to safety hazards, attribution of liability for accidents, or
even physical harm.

● Misinformation and Malicious Use: GenAI can be exploited to generate deepfake
content, manipulate content, generate fake news, spread disinformation, posing threats
to public trust and democratic discourse. This could raise legal concerns regarding
defamation and fraud.

2. Legal Frameworks for Assigning Liability

Determining and assigning liability for harm caused by AI systems (especially GenAI), presents a
complex legal challenge. Current frameworks often struggle to address the unique characteristics
of AI, leading to uncertainties. While traditional legal principles, such as product liability,
negligence, and data privacy laws may be applicable in certain contexts and jurisdictions, the
dynamic nature of AI technology necessitates the development of new legal frameworks.

Emerging regulations, such as algorithmic transparency laws specific to AI legislation, are
beginning to take shape in various regions. These frameworks aim to address the unique
challenges posed by AI systems, with emphasis on issues related to bias, accountability,
transparency, and fairness. However, the implementation and scope of these regulations may vary
significantly from one jurisdiction to another, and even from one use case to another.

International initiatives like the OECD's AI Principles offer guidance in promoting responsible AI
development and deployment worldwide. These principles champion fundamental values, such as
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transparency, accountability, and inclusivity within AI systems, serving as a cornerstone for ethical
and sustainable AI innovation. While non-binding, they form a foundational framework for shaping
future AI policies and regulations.

Despite these efforts, navigating the legal landscape surrounding AI liability remains complex.
Legal interpretation and applicability are highly context-dependent, requiring thorough analysis
of each individual case and jurisdiction. Therefore, seeking guidance from legal professionals with
expertise in AI law is essential for ensuring compliance and mitigating risks in AI-related
endeavors.

Establishing clear and predictable legal frameworks is crucial for fostering innovation while
ensuring user safety and societal well-being.

3. Insurance

Mitigating AI-related risks can be achieved through specialized AI liability insurance policies to
help distribute the financial burden of potential harm caused by AI systems.

Hallucination Insurance for Generative AI

Hallucination insurance is a novel concept emerging as GenAI increasingly integrates into various aspects
of our lives and businesses. As the name suggests, this insurance aims to mitigate the financial and
reputational damage caused by "hallucinations" - misinformation, biases, and/or factual errors in the
outputs generated by GenAI systems.

This insurance seeks to provide financial protection against the potential consequences of GenAI
hallucinations, including:

● Financial losses: This encompasses costs associated with rectifying errors, legal fees,
reputational damage, and lost business opportunities arising from inaccurate or misleading
outputs.

● Regulatory penalties and fees: In cases where AI-generated outputs violate regulations or
ethical guidelines, the insurance could potentially help cover fines or penalties imposed by
authorities.

● Cybersecurity breaches: If a GenAI system is compromised or exposes sensitive information,
the insurance can assist with remediation and potential legal repercussions.

Several factors contribute to the emergence of hallucination insurance:

● Growing reliance on GenAI: As businesses increasingly utilize GenAI across various sectors, the
need for risk mitigation strategies becomes more critical.

● Potential for costly consequences: AI hallucinations have the potential to cause significant
financial and reputational damage, making insurance a valuable tool for risk management.

● Evolving regulatory landscape: As regulations surrounding AI usage develop, insurance can
ensure compliance and reduce legal risks.
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While still in its early stages, hallucination insurance is expected to function similarly to other types of
insurance. Businesses or individuals will pay premiums in exchange for coverage against specific risks, with
the specific risks covered and the focus on financial compensation or risk mitigation strategies varying
depending on the application of GenAI and the insured's needs.

Although the exact form and structure of hallucination insurance are still being defined, it is expected this
insurance type will become a more prominent feature of the insurance landscape as GenAI adoption
continues to grow. Some experts believe that hallucination insurance has the potential to become a
standard business necessity similar to other forms of liability or cyber insurance, especially for companies
heavily reliant on GenAI.

From a technical viewpoint, it is important to note that hallucination insurance is not a silver bullet.
Responsible development and deployment of GenAI systems, along with user awareness and critical
thinking/human oversight, remain crucial factors in minimizing risks. Still, this novel insurance product has
the potential to provide much-needed protection for businesses venturing into the world of AI, fostering
trust and mitigating the potential risks associated with this powerful technology.

Intellectual Property

Generative AI raises complex intellectual property discussions regarding ownership, copyright, and
accountability, which currently lack clear legal frameworks. Challenges include ambiguity over ownership,
potential copyright infringement due to training data, and unclear responsibility for outputs.
Opportunities lie in shaping future regulations, fostering innovation, and exploring new IP models. Staying
informed about legislative updates and court rulings is critical for navigating this rapidly evolving
landscape and making informed decisions. The United Nations Activities on Artificial Intelligence (AI)
report from 2020 clearly outlines that “there is a large demand for intellectual property (IP) rights in AI
technologies” based on The World Intellectual Property Organization (WIPO) research (2019) and
“analysis of more than 340,000 AI-related patent applications and 1.6 million scientific papers published
since the 1950s.”

Described below is how current IP frameworks attempt to address AI-generated models, algorithms, and
data, highlighting considerations for licensing and protection.

1. Authorship, Inventorship, and Ownership

Existing intellectual property (IP) frameworks, including patents, copyrights, and trade secrets,
were built with human creators in mind. The US Copyright Office, for example, denies copyright
for works solely created by AI. However, AI-assisted creations can be copyrighted, provided there
is substantial human involvement. This concept, however, presents a gray area. The level of
human creativity required for copyright protection remains unclear and will likely be debated in
court cases.

The focus in the US, as evidenced by the Copyright Office, remains on human contribution.
Courts and legislators will likely seek evidence of "sufficient human authorship" in various aspects
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like training data, prompts, design choices, or the selection of creative elements. This evolving
landscape necessitates new frameworks for recognition, particularly when it comes to joint
inventorship, where humans and AI collaborate to create.

Protecting GenAI Components

● Algorithms & Models: These are often considered trade secrets, protectable if kept
confidential and offering a competitive advantage. Protecting unique algorithms is an
alternative, but maintaining secrecy becomes challenging as models grow in complexity,
particularly with regards to their internal decision-making processes and data
dependencies. Several publications on Neural Network Reverse Engineering and model
inversion/model stealing discuss these challenges, highlighting the difficulty of keeping
complex models confidential. In terms of patenting the models, the core concept of a
LLM (a statistical method for processing and generating text or other outputs) and the
underlying mathematical principles are not patentable due to being abstract ideas or
natural phenomena. However, specific and novel implementations of LLMs, such as
unique architectures or training algorithms, could be patentable if they meet criteria for
novelty and non-obviousness. Additionally, an LLM combined with a specific application,
like one tailored for medical diagnosis, might be patentable because the combination
itself creates a unique and inventive solution. In short, while patenting entire models
might be difficult, specific technical features within them and particular implementations
could be patentable if they meet novelty and nonobviousness criteria.

● Data: Ownership depends on source and use. Public data is freely usable, while licensed
data requires specific terms. Ownership of AI training data can be complex, especially if
sourced from multiple parties. This is further complicated by the 2022/2023 trend of
training models with global internet data without IP considerations, leading to multiple
lawsuits in 2023. Applying data privacy regulations and proper licensing agreements is
crucial.

2. Copyright Protection

Current copyright laws shield original creative expression. AI-generated works raise authorship
and originality questions. Existing laws protect human-authored works, posing challenges for
AI-generated pieces where the "author" is an algorithm. As of this publication date, the U.S.
Copyright Office denies protection for purely AI-generated works, sparking international debate.
An open question remains: can AI-generated artistic outputs, like poems or music, meet
originality standards for protection, especially when heavily relying on copyrighted training data?
Today's legislation emphasizes the human role in data selection, prompts, output editing, and fair
use principles for training data.

The Fair use doctrine (U.S. Copyright Office, 2023) permits limited use of copyrighted material
without having to first acquire permission from the copyright holder under transformative use of
the copyrighted material in a manner for which it was not intended. For example, Google was
successfully arguing that transformative use allowed for the scraping of text from books to create
its search engine, and for the time being, this decision remains precedential. GenAI systems might
fall under the same category using web scraping data in their creation process.
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3. Patent Protection

Patents safeguard novel and non-obvious inventions. Algorithms in AI models might be
patentable if they meet these criteria. Similar to copyright, patents require a human inventor.
While AI-assisted inventions exist, attributing inventorship to an algorithm remains unresolved.
Some recent guidance has been provided by the United States Patent and Trademark Office,
2024, that recognizing non-obviousness and inventorship for AI-generated inventions can be
challenging. Considerations should focus on technical aspects, highlighting advancements and
solutions offered by GenAI, not just outputs. A critical component is proper (transparent)
disclosure of AI functionality in the patent application to avoid future challenges.

4. Trade Secrets

Trade secrets are confidential information that provides a competitive advantage. Organizations
must protect their trade secrets with the utmost care so unauthorized entities would not get
access to such trade secrets. While AI/ML algorithms, models, and training data may qualify as
trade secrets according to current legislation, courts have yet to make a definitive ruling on this in
all jurisdictions. The requirements for trade secret protection may differ, so it is essential to seek
legal counsel for specific guidance.

Maintaining secrecy can be challenging for complex AI/ML systems, especially with open-source
development. It's crucial to remember that trade secrets only offer limited protection against
unauthorized acquisition, not the independent development of similar technologies. All
stakeholders must implement robust measures to safeguard the secrecy of their AI models and
training data.

5. Licensing and Protection Strategies

● Open-source models/Creative Commons licenses: Sharing AI models openly can
accelerate development, but it is a “complicated approach” (Semantic Scholar.org, 2021)
that raises concerns about the misuse and potential copyright infringement of the
underlying training data. While Creative Commons licenses can be used for AI-generated
works, carefully choosing the appropriate license type is crucial as some licenses permit
broader commercial use than others. Consulting with legal counsel familiar with
open-source licensing is recommended.

● Commercial licenses: Companies developing and deploying GenAI models need
carefully crafted licenses to protect their intellectual property while enabling commercial
use. Contractual agreements with collaborators and users should clearly define
ownership, usage rights, and liability.

● Data licensing: Obtaining proper licenses for the data used to train and fine-tune AI
models is essential to avoid copyright infringement and privacy violations. It's worth
noting that other legal issues may also arise depending on the specific data used, such as
trade secret misappropriation or privacy laws specific to certain data types (e.g.,
healthcare data).
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6. Trademarks

Trademarks are federally registered symbols, words, or phrases that identify and distinguish the
source of goods or services. Unlike trade secrets, trademarks offer legal protection for distinctive
branding elements like logos, slogans, and even specific product designs. This is especially crucial
in the realm of AI-generated imagery, where unique visual outputs can become a valuable brand
asset.

While copyright can protect the specific code or process used to generate AI imagery, the
resulting images themselves might fall under trademark protection depending on their
distinctiveness and use in commerce. The legal landscape surrounding AI-generated trademarks
is still evolving, but here are some key considerations:

● Distinctiveness: For trademark protection, the AI-generated imagery must be
inherently distinctive, meaning it cannot be merely descriptive or generic. If an AI
generated imagery that's too generic or similar to existing trademarks, protection might
be difficult.

● Authorship: The current trademark legal landscape often requires human authorship,
which adds complexity with the evolving nature of AI's role in creative processes.

● Brand Use: The imagery must be used in a way that identifies the source of a product or
service. For example, using AI-generated visuals consistently in packaging or marketing
materials can strengthen a trademark claim.

Trademark protection is not automatic and requires proactive measures and enforcement.
Organizations hold the responsibility to register and monitor for unauthorized use. This may
involve:

● Trademark registration: Registering your AI-generated trademarks with relevant
trademark offices can strengthen your legal position in case of infringement.

● Active monitoring: Regularly checking online marketplaces and competitor activities for
potential trademark infringement.

● Enforcement action: If infringement is detected, you may need to consult legal counsel
to pursue appropriate action against unauthorized users.

Organizations should take proactive measures to protect their AI-generated imagery as a
trademark and safeguard their competitive advantage to ensure consumers associate the unique
visuals with their brand.

Trademark law is complex, and specific regulations might vary by jurisdiction. Consulting with a
lawyer specializing in intellectual property is recommended for specific guidance on protecting
AI-generated imagery through trademarks.

7. Evolving Landscape:

● International inconsistencies: Currently, IP laws regarding GenAI vary across countries,
creating challenges for global businesses and requiring reconciliation to enable
international collaboration and commercialization of AI. And while in the European Union,
we still do not have clear directives, some countries like the United Kingdom have existing
copyright legislations (Copyright Designs and Patents Act 1988 (CDPA)) that already
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cover “computer-generated works.” Section 9(3) in this document states: ”In the case of
a literary, dramatic, musical or artistic work which is computer-generated, the author shall
be taken to be the person by whom the arrangements necessary for the creation of the
work are undertaken.”

● Ongoing policy discussions: Debates about adapting intellectual property frameworks
to better address the unique challenges of GenAI are ongoing. New sui generis
protections for AI-generated works (e.g., “Sui Generis Right For Trained AI Models”, as
well as revisions to existing categories like copyright and patents, are being considered.

Looking ahead, policymakers and legal experts are actively exploring solutions for governing
AI-generated intellectual property, and we should expect ongoing debates and upcoming legislative
changes. Standardized licensing models and clearer ownership attribution are urgently needed to foster
responsible and sustainable AI development. Additional regulations addressing ethical considerations,
such as bias in training data and potential misuse of AI-generated content, require legislative attention.

8. Relevant Legislation

● Biden's Executive Order on AI, issued in October 2023, focuses on ensuring the safe,
secure, and trustworthy development and use of AI, with provisions related to data
privacy, ethics, workforce development, and international collaboration. While it doesn't
establish new IP rights for AI-generated outputs, the order acknowledges the
complexities surrounding IP and AI, stating that "existing legal frameworks for intellectual
property may not be perfectly suited to address the unique challenges presented by AI."
Recognizing the need for "clear and consistent guidance," it directs several agencies,
including the United States Patent and Trademark Office (USPTO, 2024) and the
Copyright Office, to develop recommendations for addressing AI-related IP concerns
within one year.

● The World Intellectual Property Organization (WIPO) publishes a “multi-stakeholder
forum to advance the understanding of the IP issues involved in the development of AI
applications throughout the economy and society and its significant impact on the
creation, production, and distribution of economic and cultural goods and services.”
Several sessions of the WIPO Conversation have considered the impact of artificial
intelligence (Al) on IP policy.

Technical Strategies, Standards, and Best Practices
for Responsible AI

This section summarizes some of the technical standards and best practices for implementing responsible
AI that we have already discussed and provides a short case study to demonstrate a successful
implementation approach.

A commonly asked question for organizations is how to leverage well-established technical standards to
demonstrate transparency, accountability, and ethical practices in their use of AI. Technical standards can
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be grouped in various ways. We have adopted a simplified categorization that allows for future expansion
as needed.

Fairness and Transparency

● Data fairness:
○ Dataset diversity: Actively curate representative and diverse datasets, minimizing

unintended biases in outputs.
○ Dataset audit: Regularly audit the training datasets for GenAI models, identifying

potential biases and underrepresentation. Employ techniques like data augmentation or
synthetic data generation to enhance diversity and inclusivity.

○ Data transparency: Publish information about the datasets used to train GenAI models,
including their composition, sources, and any necessary preprocessing steps. This allows
for external scrutiny and helps identify potential biases or gaps in the data.

○ Regular bias assessment: Proactively implement tools and processes to identify and
mitigate biases within datasets and GenAI models. Employ regular testing and validation
to check for discriminatory outputs.

○ Bias mitigation: Actively use and develop fairness metrics and bias mitigation
techniques to detect and address biases within GenAI models during the development
and deployment stages.

● Algorithmic transparency:
○ Documentation: Thoroughly document the design, architecture, and decision-making

processes of GenAI models. Share this information in an accessible format to
stakeholders to promote understanding and scrutiny.

○ Model interpretability: Employ explainable AI (XAI) techniques such as LIME or SHAP
to provide insights into how GenAI models arrive at certain outcomes, allowing for the
identification of potential biases.

○ Model cards: Create "model cards" that transparently outline a model's intended use
cases, training data, performance metrics, limitations, and potential biases. Model cards
act as transparent documentation for machine learning models, detailing their training
data, limitations, and intended use. To promote responsible AI, companies may utilize
model cards like those found on Hugging Face, TensorFlow Model Garden, or Papers
With Code, including information on data sources, composition, and preprocessing steps.
This fosters trust and allows users to understand potential biases and limitations of the AI
system.

○ Open-source models: When possible, contribute to open-source GenAI models,
allowing for wider scrutiny and collaborative improvement.

● Explainability:
○ Interpretable models: Where possible, prioritize GenAI models with inherent

interpretability, offering greater insight into decision-making processes.
○ Explainable AI (XAI): Incorporate techniques to explain how GenAI models arrive at

decisions or outputs. Utilize XAI techniques to generate explanations, even for black-box
models, highlighting factors influencing the output. This gives users and stakeholders
insights into the reasoning process and promotes an understanding of how the model
functions.
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○ Explainable interfaces: Design user interfaces that provide clear explanations and
rationales behind GenAI outputs, fostering trust and understanding.

Security and Privacy

● Data security:
○ Encryption: Encrypt sensitive data at rest, in transit and in use.
○ Authentication protocols: Adopt robust authentication protocols, such as Multifactor

Authentication (MFA) and Zero Trust Security models, ensuring that access to sensitive
information and AI functionalities is strictly granted to authenticated and authorized
users, thereby mitigating unauthorized access risks.

○ Regular audits: Conduct regular security audits and vulnerability assessments to
identify and mitigate potential security risks.

● Privacy-preserving techniques:
○ Privacy by design: Integrate privacy principles (e.g., data minimization, consent,

security) directly into the design and implementation of GenAI systems.
○ Privacy-enhancing technologies (PET): Explore techniques to protect sensitive user

data:
■ Differential privacy: Calculated noise can be added to datasets to anonymize

information while maintaining statistical properties, enabling analysis while
protecting individual privacy.

■ Federated learning: Train GenAI models on decentralized data across multiple
devices or servers, avoiding the need to gather sensitive data in a central
location.

■ Homomorphic encryption: Perform computations on encrypted data without
decrypting it first. This allows secure analysis of sensitive information without
revealing the underlying data.

● Security against adversarial attacks:
○ Adversarial Robustness Training (ART): Train GenAI models using adversarial

examples to increase their resilience to intentional manipulation. While ART has shown
effectiveness in certain cases, some researchers raise concerns about its practical
limitations based on considerations like computational cost and   susceptibility to
adversarial attacks outside the training distribution.

○ Security testing: Regularly conduct adversarial attack simulations to identify
vulnerabilities and improve the model's defenses.

Robustness, Control, and Ethical AI Practices

● Safety and reliability:
○ Risk assessment: Conduct thorough risk assessments to identify potential harms and

unintended consequences of GenAI systems, implementing mitigating actions and
safeguards.

○ Testing and verification: Rigorously test GenAI models across a variety of scenarios
and edge cases to ensure their reliability and robustness in different circumstances.
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○ Minimizing harm: Design GenAI systems with safeguards to minimize potential harm.
This may involve incorporating "safety switches" or designing limitations based on the
application and risks involved.

● Human oversight:
○ Human-in-the-loop: Maintain meaningful human involvement in critical

decision-making processes, especially for high-stakes applications. Allow for human
intervention to override or adjust GenAI outputs when necessary.

○   Fail-safe mechanisms: Establish clear escalation paths and failsafe mechanisms in
place to address unexpected or harmful model behavior, especially when reported by
external users.

● Accountability:
○ Ownership and responsibility: Designate clear roles and responsibilities for the

development, deployment, and monitoring of AI systems, ensuring individuals are
accountable for the technology's impacts. This ensures accountability for addressing
issues and making improvements efficiently.

○ Audit trails: Maintain thorough logs of model development, training, and usage. These
audit trails can be invaluable for investigating unexpected behavior or ethical concerns.

○ Reporting mechanisms: Create open channels for stakeholders (internal and external)
to report concerns or potential issues regarding GenAI systems. This will promote
proactive feedback and allow for prompt corrective actions.

○ Incident response: Establish clear incident response plans and reporting mechanisms in
case of unintended outcomes or AI-related harm.

○ Ethical review boards: Create ethics committees or review boards to assess the
potential impact of GenAI applications and ensure their alignment with company values.

○ Bias and fairness audits: Regularly conduct audits to identify and mitigate potential
biases in datasets, algorithms, and outcomes of GenAI systems.

How Organizations Can Leverage These Standards

The effective adoption of these technical standards goes beyond simple understanding. Organizations
must translate ethical standards into real-world action by embedding the best practices into their
development process, thus practically ensuring AI's responsible and ethical use. For example:

● Establish clear internal policies: Embed these standards into internal development guidelines
and organizational policies. Create clear expectations for responsible AI at all stages of the
development process through production.

● Documentation and reporting: Regularly publish reports on data usage, model performance,
bias assessments, and any corrective actions taken. This fosters transparency with external
stakeholders.

● Partnerships and collaborations: You are not alone! Engage with industry groups and ethical AI
research communities to contribute to developing best practices and actively shape the
discussion around responsible GenAI.

It is important to note that the technical standards are only a starting point and are not universal — their
implementation should be tailored to the specific organization's needs and use cases. Adopting ethical AI
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practices is a continuous process (rather than a one-time solution) in which organizations need to
constantly adapt and update their processes as technology, regulations, and societal expectations evolve.

Technical Safeguards for Responsible GenAI (Data Management)

Table 2 outlines some key techniques and best practices for building AI systems that comply with the
most common data management regulations.

Data process Technique Description

Data
Pre-processing

Data
anonymization or

pseudonymization

It involves removing or replacing personally identifiable
information (PII) from training data, minimizing privacy risks.
If PII is used in training, careful sanitization of the outputs will
be required.

Data filtering Select and filter training data relevant to the generative
model's specific purpose, avoiding unnecessary data
collection or data augmentation.

Data Curation Data selection Careful selection of training data to align with the desired
purpose and avoid biases. It involves filtering out irrelevant
or harmful information.

Data augmentation Techniques like adding noise or generating synthetic data
can increase the diversity of the training data, leading to
more robust and less biased models.

Model Design,
Training, and
Optimization

Federated learning Train the model on decentralized data sets, keeping data on
individual devices instead of transferring it to a central
server.

Differential privacy Introduce random noise into the training data. This noise
helps preserve the individual’s privacy because the exact
data is masked. However, if the dataset is large enough, the
actual trends and patterns can still be observed without
identifying any individual data point because the noise
averages out over a large number of people, enhancing
privacy protection.

Model
interpretability

Develop models that allow understanding of how they reach
their outputs, enabling easier identification and mitigation of
potential biases or errors

Regular monitoring
and re-training

Monitor the model's performance regularly and retrain it with
updated or curated data to address potential issues such as
drifting towards biases or generating inaccurate outputs.
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Hyperparameter
tuning

Fine-tuning the model's hyperparameters, which control its
learning process, can influence the outputs and potentially
mitigate unintended consequences.

Continuous
Monitoring and

Assessment

Regularly audit and
assess the data

used by the model

Ensure it aligns with the intended purpose and no
unnecessary data is retained

Monitor the
model's outputs

for potential biases
or unintended
consequences

Implement safeguards to address any identified issues.

Human-in-the-
Loop

Techniques

Human oversight Integrate human oversight into the process, where humans
review and validate the AI's outputs before deployment or
utilization.

Interactive
generation

Design interactive systems where users can guide the AI's
generation process to achieve desired outcomes.

Explainability
and

Transparency

Explainable AI
(XAI) techniques

Employ techniques like LIME, SHAP, Mimic or Permutation
Feature Importance to understand the model's reasoning
and identify potential biases or limitations.

Transparency in
development and

deployment

Be transparent about the limitations, biases, and potential
risks associated with AI/ML and its applications.

Table 2: Some key techniques and best practices for building “responsible” AI systems

Case Study - Demonstrating Transparency and Accountability in
Practice

This case study demonstrates a practical approach for organizations to translate ethical AI principles into
concrete development practices. In this example, a company implements a GenAI model for image
generation. This case demonstrates how the specific strategies and technical standards for transparent
and accountable AI are directly built-in into their development and business processes. It includes a few
main steps.

● Published model card outlining the model's training data set, limitations, and intended
use cases: The training data collected had its origins clearly documented, with proper consent
for the specific usage and intent. The data sets are representative and diverse - a combination of
acquired customer data, publicly available data, and synthetic data coupled with data
augmentation - all of this is intended to minimize the opportunity for unintended biases in the
generated outputs. The company regularly audits the training datasets for potential biases and/or
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underrepresentation. The company published information about the datasets used to train their
GenAI models, including their composition, sources, and the preprocessing steps they utilize
in-house.
Practical approach: Similar to the model cards hosted on Hugging Face, the company provides
a detailed model card based on TensorFlow Modern Garden outlining the GenAI model's training
data. This card includes information about data sources (e.g., customer data, publicly available
data sets), composition (e.g., text, images), and preprocessing steps. This transparency allows
users to understand the model's potential biases and limitations.

● Employed Explainable AI (XAI) techniques to provide human-understandable explanations
alongside generated images, clarifying the factors influencing output. These explanations
highlight the key factors that contributed to the image output, empowering users to:

● Understand the rationale behind the generated image: By making the
decision-making process of the GenAI model transparent, users gain insight into why the
model produced the specific image. This fosters trust and allows for informed
decision-making based on understanding the model's reasoning.

● Identify potential biases: XAI explanations can expose potential biases in the training
data or the model itself. This enables users to critically evaluate the output and identify if
any discriminatory or unfair elements might be present.

● Debug and improve the model: By analyzing the explanations and understanding how
specific factors influenced the output, developers can identify potential shortcomings of
the model and work towards improving its accuracy and fairness.

● Establishing a human review process and performing a bias verification is part of every
testing cycle: This process is specifically designed for sensitive/ high-risk use cases with a few
key aspects to consider:

● Criteria for flagging: Establish clear and well-defined criteria that trigger human
review. This includes specific outputs deemed unexpected (potentially harmful) changes
in model behavior, or situations where model confidence falls below a certain threshold.

● Composition of the review team: Assemble a diverse and well-qualified team for
human review consisting of business stakeholders in close collaboration with the technical
owners and data scientists. This team possesses the necessary expertise to understand
the model's purpose, potential biases, and the ethical implications of its outputs.

● Review procedures: Define clear and standardized procedures for reviewing flagged
outputs. This involves assessing potential biases, ensuring alignment with ethical
guidelines, and determining appropriate actions, such as model recalibration or data
cleansing.

● Integrate bias verification into the testing cycles: Bias verification should not be a
one-time event - it is a continuous process throughout the development and deployment
lifecycle of GenAI models. The following strategies were employed at a company level:

○ Employing diverse data sets for testing to help diagnose potential biases
present in the training data.

○ Utilize fairness metrics: Implement and monitor fairness metrics throughout
the development process. These metrics can help identify and quantify potential
biases in the model's outputs.

● Conduct regular bias audits of the model's output to detect and mitigate potential
discriminatory behavior: These audits involve human experts, data scientists, and business
stakeholders working together to analyze the model's outputs for unintended biases, such as

© Copyright 2024, Cloud Security Alliance. All rights reserved. 51

https://huggingface.co/docs/hub/en/model-cards
https://www.tensorflow.org/tfmodels


favoring specific demographics in image generation or perpetuating harmful stereotypes. Once
identified, appropriate mitigation strategies are implemented (e.g., retraining the model with
augmented data sets, adjusting the model algorithms, etc.) Extended human oversight is
incorporated for all sensitive use cases.

By implementing these industry standards and best practices, the organization takes proactive steps to
ensure the ethical and responsible use of their GenAI models and build trust with their consumers.

Ongoing Monitoring and Compliance

As GenAI becomes increasingly integrated into our lives and business practices, ensuring its safe and
ethical use is paramount. Ongoing monitoring and compliance become critical aspects of effective GenAI
governance, enabling us to continuously evaluate potential risks and uphold responsible GenAI use.
Compliance extends beyond simply keeping pace with evolving laws. Ensuring responsible GenAI use
requires careful evaluation of every stage of its life cycle, alongside proactive planning for ongoing
compliance. This can be a complex undertaking, usually requiring a two-pronged approach:

1. Establishing a robust monitoring process: It involves continuously monitoring the generated
content and the entire development process. This includes detecting biases in data, models, and
outputs while verifying adherence to data privacy regulations and ethical handling. This proactive
approach promotes fairness and inclusivity while preventing the misuse of generated content like
deepfake and harmful content.

Ongoing monitoring helps address two critical issues: It allows proactive identification and elimination of
biases in training data and algorithms, promoting fairness and inclusivity, and, secondly, it helps identify
potential misuse of generated content, enabling companies to follow ethical guidelines and prevent the
spread of misinformation.

2. Developing a comprehensive compliance plan: This plan should outline procedures for
identifying and mitigating potential compliance risks associated with GenAI activities. Key
considerations include:

● Data security and privacy: Implementing robust safeguards to protect sensitive
information during data collection, storage, and processing is crucial according to the
applicable regulations.

● Bias and fairness: Regularly assess and mitigate potential biases in the training data and
model outputs to ensure fairness and non-discrimination.

● Transparency and explainability: Ensuring users understand how GenAI tools work
and the rationale behind their outputs is crucial for building trust and accountability.

By actively monitoring compliance and implementing appropriate safeguards, organizations can ensure
responsible and ethical use of Gen AI, fostering trust from users and stakeholders.
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Legal vs. Ethical Considerations in Governing
Generative AI

Governing GenAI effectively requires navigating the complex interplay between legal and ethical
considerations. Legality focuses on adhering to established laws and regulations, which often lag behind
the rapid technological advancements in GenAI. This has created gray areas, leaving room for ethical
frameworks to guide its development and deployment.

Legally, the focus is on compliance with existing laws like intellectual property, data privacy, and
non-discrimination. This involves establishing frameworks that ensure responsible development,
transparent data use, and clear accountability for potential harms caused by Gen AI outputs. As
discussed, copyright infringement might arise from AI-generated content, while data privacy regulations
grapple with how user information is used to train and operate these systems. Additionally, ensuring
fairness and mitigating biases in AI outputs is crucial to avoid perpetuating societal inequalities.

Ethical considerations go beyond simply obeying the law. They encompass broader societal values and
principles to ensure responsible and beneficial use of GenAI. Key questions surrounding bias,
transparency, accountability, and potential misuse of the technology all fall under the ethical umbrella.
Addressing these concerns requires ongoing dialogue and collaboration among developers, policymakers,
and the public to develop ethical guidelines and best practices for GenAI integration in various aspects of
life.

As GenAI becomes increasingly prevalent, several hot topics have emerged. Concerns about job
displacement due to AI-based automation, the potential for deepfakes to manipulate public discourse,
and using GenAI to create biased content are all areas that demand careful attention. Addressing these
issues requires a collaborative effort from policymakers, developers, business stakeholders, and the public
to develop a comprehensive governance framework that balances innovation with societal well-being.
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Conclusion: Addressing the Gaps in AI
Governance for a Responsible Future
The current state of AI governance reveals a complex landscape with several crucial challenges that
necessitate immediate attention from policymakers and regulatory bodies worldwide. On the one hand,
while existing regulations indirectly touch upon AI, they lack the necessary specificity to effectively
address the unique challenges posed by this evolving technology. Conversely, the rapid proliferation of
GenAI technologies, combined with their integration into various aspects of daily life, underscores the
urgent need for comprehensive legislation. This gap necessitates the development of new regulations
that establish clear guidelines for responsible development, deployment, and use of AI systems, including
generative AI.

Furthermore, the lack of international collaboration on AI governance creates a fragmented legal
landscape, potentially hindering innovation while raising concerns about prospective discrepancies and
inconsistencies across jurisdictions. This lack of harmonization can create loopholes and pose challenges
in holding actors accountable for AI-related harms.

The urgency of addressing these challenges is heightened by the rapid proliferation of generative AI and
its increasing integration into our daily lives. Companies view generative AI as a competitive advantage,
driving its rapid adoption even in the absence of robust regulations. Generative AI's increasing presence in
various sectors brings to light its potential to be a powerful tool for both innovation and disruption. The
emergence of lawsuits related to damages caused by Generative AI serves as a stark reminder of the
urgency to address regulatory gaps and safeguard against potential negative consequences.

To advance towards a responsible future, we should embrace a multi-faceted approach:

1. Accelerated development of AI legislation and regulations: Legislators must prioritize the
development of comprehensive and adaptable AI regulations, considering the specific needs and
potential risks associated with generative AI. This requires collaboration between governments,
industry experts, and civil society to establish effective and ethical frameworks.

2. International collaboration and harmonization: Fostering international collaboration on AI
governance is essential to addressing fragmentation and inconsistencies across jurisdictions.
Establishing international frameworks and standards, while respecting national and regional
specificities, will facilitate responsible innovation and ensure effective accountability across
borders.

3. Technical standards and responsible development: Developing and implementing robust
technical standards and best practices are crucial for enabling responsible AI development and
management across all sectors. These comprehensive guidelines will equip companies,
developers, and policymakers to build AI systems aligned with ethical considerations, prioritize
fairness and transparency, and ultimately contribute positively to society.

Despite the absence of comprehensive regulations, organizations today face increasing scrutiny over the
design of their AI systems. There is a growing need for clear guidance on properly integrating AI into
products and offerings, such as "built-in" or "by design." This paper's practical approach emphasizes the
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importance of correctly applying technical standards and offers an initial/limited understanding of how
these standards can support responsible AI development within the current legislative landscape.

Moving forward, achieving effective governance of GenAI demands prompt action. Policymakers must
prioritize developing and implementing regulations that balance innovation with safeguarding societal
interests. International collaboration is essential for establishing harmonized standards and preventing
conflicting regulatory frameworks. Proper legislation will alleviate the burden on companies, which face
increasing scrutiny to ensure that their AI offerings rigorously mitigate biases, and discrimination, and
adhere to best practices for safe deployment. This emphasizes the increasing recognition of the
importance of ethical and responsible AI development among all stakeholders, underscoring the crucial
role of regulatory support in guiding industry practices.
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